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ABSTRACT

Simulations of humidity from 28 general circulation models for the period 1979–88 from the Atmospheric
Model Intercomparison Project are compared with observations from radiosondes over North America and the
globe and with satellite microwave observations over the Pacific basin. The simulations of decadal mean values
of precipitable water (W) integrated over each of these regions tend to be less moist than the real atmosphere
in all three cases; the median model values are approximately 5% less than the observed values.

The spread among the simulations is larger over regions of high terrain, which suggests that differences in
methods of resolving topographic features are important. The mean elevation of the North American continent
is substantially higher in the models than is observed, which may contribute to the overall dry bias of the models
over that area. The authors do not find a clear association between the mean topography of a model and its
mean W simulation, however, which suggests that the bias over land is not purely a matter of orography.

The seasonal cycle of W is reasonably well simulated by the models, although over North America they have
a tendency to become moister more quickly in the spring than is observed. The interannual component of the
variability of W is not well captured by the models over North America. Globally, the simulated W values show
a signal correlated with the Southern Oscillation index but the observations do not. This discrepancy may be
related to deficiencies in the radiosonde network, which does not sample the tropical ocean regions well. Overall,
the interannual variability of W, as well as its climatology and mean seasonal cycle, are better described by the
median of the 28 simulations than by individual members of the ensemble.

Tests to learn whether simulated precipitable water, evaporation, and precipitation values may be related to
aspects of model formulation yield few clear signals, although the authors find, for example, a tendency for the
few models that predict boundary layer depth to have large values of evaporation and precipitation. Controlled
experiments, in which aspects of model architecture are systematically varied within individual models, may be
necessary to elucidate whether and how model characteristics influence simulations.

1. Introduction

Water vapor and the processes that control its abun-
dance in the troposphere play a major role in the global
climate system. The condensation of water vapor, for
example, with its attendant release of latent heat, pro-
vides much of the energy to drive the atmosphere’s cir-
culation. Water vapor also strongly modulates the trans-
fer of radiation within the atmosphere and so, through
this process as well, influences the overall energy bal-
ance of the planet. Finally, with its great mobility and
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brief atmospheric residence time, water vapor is a cen-
tral component of the global hydrological cycle.

Because of the importance of water vapor in the cli-
mate system, and, presumably, in climate models, a
number of assessments of simulations of humidity by
general circulation models (GCMs) have been per-
formed. Rind et al. (1991) and Del Genio et al. (1994)
compared satellite observations of upper-tropospheric
humidity with simulations by the GISS GCM. (See Ta-
ble 1 for model abbreviations.) Gaffen and Barnett
(1992) compared interannual variations of specific hu-
midity from radiosonde observations with simulations
from the University of Hamburg version of the ECMWF
GCM, and Chen et al. (1996) compared a more recent
version of that model with satellite-derived estimates of
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TABLE 1. Model abbreviations.

BMRC Bureau of Meteorology Research Centre, Australia
CCC Canadian Centre for Climate Research
CNRM Centre Nationale de Recherches Météorologiques,

France
COLA Center for Ocean–Land–Atmosphere Studies
CSIRO Commonwealth Scientific and Industrial Research

Organization, Australia
CSU Colorado State University
DERF Dynamical Extended Range Forecasting (GFDL)
DNM Department of Numerical Mathematics of the

Russian Academy of Sciences
ECMWF European Centre for Medium-Range Weather

Forecasts
GFDL Geophysical Fluid Dynamics Laboratory
GISS Goddard Institute for Space Studies
GLA Goddard Laboratory for Atmospheres
GSFC Goddard Space Flight Center
JMA Japan Meteorological Agency
LMD Laboratoire de Météorologie Dynamique, France
MGO Main Geophysical Observatory, Russia
MPI Max-Planck-Institut für Meteorologie, Germany
MRI Meteorological Research Institute, Japan
NCAR National Center for Atmospheric Research
NMC National Meteorological Center (now the National

Centers for Environmental Prediction)
NRL Naval Research Laboratory
SNG SUNYA/NCAR Genesis model
SUNYA State University of New York at Albany
UCLA University of California, Los Angeles
UGAMP Universities Global Atmospheric Modelling Pro-

gramme, United Kingdom
UIUC University of Illinois at Urbana-Champaign
UKMO U.K. Meteorological Office
YONU Yonsei University, Korea

precipitable water and upper-tropospheric relative hu-
midity. Roads et al. (1992) compared the Los Alamos
GCM with NMC analyses of water vapor, water vapor
flux, and water vapor flux divergence. Boyle (1993) and
Phillips et al. (1995) examined the effect of horizontal
resolution in the ECMWF model on precipitable water,
among other things. Soden and Bretherton (1994) com-
pared the ECMWF and NCAR GCMs’ precipitable wa-
ter and upper-tropospheric humidity fields with opera-
tional analyses and with satellite observations. Bony and
Duvel (1994) and Bony et al. (1995) used satellite ob-
servations and ECMWF analyses of precipitable water
to evaluate the LMD GCM for the period of the At-
mospheric Model Intercomparison Project (AMIP), and
Salathé et al. (1995) compared GLA model simulations
of upper-tropospheric humidity for the AMIP with sat-
ellite observations. Thompson and Pollard (1995) com-
pared satellite-derived observations of precipitable wa-
ter with simulations by the SNG model, and Roads et
al. (1996) compared NMC analyses of precipitable water
and moisture flux convergence with climatological fields
from the NCAR GCM.

While shedding light on aspects of particular models’
humidity simulations, these studies do not give a broader
sense of the state of the science in the ability of GCMs
to model humidity and moisture flux fields. The At-

mospheric Model Intercomparison Project has provided
an opportunity to compare systematically various as-
pects of many GCM humidity simulations with obser-
vations. Here, we compare humidity and meridional
moisture flux simulations produced for the AMIP with
observations to evaluate GCM simulations of both the
climatology and the seasonal and interannual variability
of tropospheric water vapor.

2. The Atmospheric Model Intercomparison
Project

A project of the World Meteorological Organization’s
World Climate Research Programme, the AMIP is an
international effort to evaluate the ability of atmospheric
GCMs to simulate the global climate of the decade
1979–88 (Gates 1992). The 30 participating modeling
groups followed a common experimental plan that in-
volved using identical model boundary conditions of
observed monthly mean sea surface temperature and sea
ice, a constant concentration of atmospheric carbon di-
oxide (345 ppm), and a solar constant of 1365 W m22.
Model output was provided for a specified set of fields
in a standard format.

Twenty-five diagnostic subprojects have been ex-
amining various aspects of the simulations. This paper
reports on some of the work of AMIP Diagnostic Sub-
project 11, entitled ‘‘Validation of Humidity, Moisture
Fluxes, and Soil Moisture in GCMs.’’ Results concern-
ing soil moisture are reported by Robock et al. (1995).
Other AMIP results related to the hydrological cycle
can be found in the following studies: Lau et al. (1995)
on precipitation and evaporation, Duvel et al. (1997) on
the clear-sky greenhouse effect of water vapor and the
distribution of water vapor over ocean regions, Weare
et al. (1995) on cloudiness, and Srinivasan et al. (1995)
on tropical precipitation.

This study involves several AMIP monthly mean
standard output fields: gridded precipitable water W,
evaporation E, precipitation P, and zonal-mean specific
humidity q. We were unable to examine relative hu-
midity simulations because gridded relative humidity
fields were not required as standard output. The avail-
ability of monthly mean values directed our attention
to seasonal and longer timescales. We analyzed output
from 28 of the AMIP models, listed in Table 1, that
passed the quality control tests made at Lawrence Liv-
ermore National Laboratory by the Program for Climate
Model Diagnosis and Intercomparison, which is re-
sponsible for AMIP coordination.

Because water vapor is a short-lived atmospheric con-
stituent with high spatial and temporal variability, its
distribution is particularly difficult to measure. There-
fore, a reliable global water vapor dataset for model
evaluation over the AMIP decade is not available. Over
land, radiosonde data are most useful, despite their
known shortcomings (Elliott and Gaffen 1991; Soden
and Lanzante 1996). Over ocean, where surface micro-
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wave emissions are reasonably homogeneous, satellite mi-
crowave measurements are becoming suitable but are not
available for all years of the AMIP decade. We used dif-
ferent observational datasets for three different regions,
and we will present our results for each in the following
three sections. We discuss first the results for North Amer-
ica, where our observational data are plentiful and most
reliable. Then, we examine a region of the atmosphere
with a different underlying surface: the Pacific Ocean.
Third, we follow with a look at the global scale.

3. Precipitable water over North America

a. North American radiosonde data

Our best verification data for the AMIP period are
radiosonde observations over the North American con-
tinent. We used a dense and homogeneous network of
129 stations, depicted in Fig. 1a, in Canada, the United
States, and Mexico, most of which used the VIZ radio-
sonde (Gaffen 1993, 1996). Daily soundings for the
AMIP period (1979–88) were used to create monthly
means of W, the integral of specific humidity with re-
spect to pressure, in the column from the surface to 300
hPa, at each station. [Details about the data processing
can be found in Ross and Elliott (1996a,b).] Monthly
values were accepted only if at least 10 days of data
were available for the month.

The station monthly mean data were then interpolated
onto a 48 lat 3 48 long grid (Fig. 1a). Gridpoint values
were computed as a simple linear, distance-weighted
average of observations from all stations within a radius
of 28 lat of the grid point. To ensure the representa-
tiveness of gridded climatological values for the 10-yr
period, a nearby station needed to report at least 9 of
the 10 possible values for each calendar month for each
grid box. For this spatial resolution, the radiosonde net-
work samples Mexico and the United States quite well;
typically about 95% of the grid boxes in each zonal
band have stations within the specified radius. Poleward
of 508N sampling is worse—the comparable statistic is
about 75%—in part because of the sparser network but
also because of missing humidity data at 300 hPa in
winter.

Examination of the data for both 0000 and 1200 UTC
showed that, over most of the continent, the observed
climatology of precipitable water is only minimally af-
fected by choice of observation time. The North Amer-
ican decadal mean W for 0000 and 1200 UTC differs
by less than 1%. Only over Mexico are the 0000 and
1200 UTC monthly means noticeably different, prob-
ably because some Mexican stations did not make 0000
UTC observations during the latter years of the period.
Therefore, we chose to analyze North American 1200
UTC monthly means only. The monthly means for the
models, however, were based on at least four samples
per simulated day.

For comparison, model W fields over continental

North America were regridded to the same 48 resolu-
tion as the observations. The observed and modeled
monthly means were used to create 10-yr mean values
for each calendar month, and monthly and seasonal
anomalies were defined as the difference between a
given value and the 10-yr mean for the appropriate
month or season.

b. Climatological precipitable water

Figure 1 shows the observed and simulated clima-
tologies of W over North America, namely, observed
decadal mean values (Fig. 1a) and the median of the
decadal mean simulations for the 28 models (Fig. 1b).
Throughout this paper, we use the median as a measure
of central tendencies of the GCM simulations because
it is robust (in dealing with a non-Gaussian distribu-
tion) and resistant (to outliers). Likewise, we use the
interquartile range (IQR; the difference between the
upper- and lower-quartile values) as a robust and re-
sistant measure of the spread among the 28 simulations.
[See Wilks (1995) for a recent discussion of these sta-
tistics.]

As expected, both the observations (Fig. 1a) and sim-
ulations (Fig. 1b) show a general decrease of W with
latitude and lower W values over the high terrain of the
western mountains. The differences between the median
of the model simulations and the observations (Fig. 1c)
are small relative to either value and are generally less
than 2 mm. As indicated in Fig. 1c, the models tend to
be slightly moister than observed in the central and
northeastern parts of the continent, and slightly drier
than observed over western North America and the
southeastern United States.

1) CONTINENTAL AVERAGES

To facilitate intermodel comparison, we examined the
average W for the entire continent for the entire AMIP
decade. The observations were averaged using the grid-
ded data and assigning the appropriate zonal average
value to any land grid boxes without data (see Fig. 1a).
Spatial averages for the simulations were computed us-
ing all available continental values and the land masks
appropriate to each model. Offshore island regions were
excluded from the continental averages.

Figure 2 shows the observed mean North American
W value of 15.2 mm (1 mm 5 1 kg m22) and values
for each of the 28 models. The median value from the
models is 14.5 mm, 5% less than observed, and is shown
in the box plot, which, following Tukey (1977), also
gives the 25th and 75th percentile values (and thus the
IQR) and the minimum and maximum values. The IQR
of model values is 1.4 mm, about 10% of the median
value; the full range is 3.6 mm.

We note that the minimum observed annual mean
North American W is 14.8 mm (for 1979) and that fully
half the models never achieve an annual mean value as
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FIG. 1. (a) Decadal mean W as observed over North America and
the locations of radiosonde stations for which data were used in this
part of the study. (b) Median values of 28 model simulations of the
decadal mean W at the locations of the observations. (c) The differ-
ence between the model median and observed fields.

FIG. 2. Decadal mean W averaged over North America from 28
AMIP models (bars) and as observed by radiosondes (dashed line).
The box plot at right gives the distribution of model values including
the minimum, 25th, 50th, and 75th percentile, and maximum values.

large as this during any of the 10 yr of the simulations.
This lack of overlap in the annual results suggests that
the differences between the models and the observation
are significant. By the same token, three models had all
10 annual mean values higher than the maximum ob-
served annual mean of 15.6 mm (for 1986).

The extreme model mean values are from the SUNYA
and NCAR models (Fig. 2), which represent successive
generations of the Community Climate Model. This in-
dicates that models derived from the same original code
can produce highly dissimilar results.

2) TOPOGRAPHY AND PRECIPITABLE WATER

Because W is a column-integrated quantity, and be-
cause water vapor content decreases rapidly with height,

surface topography has a strong influence on W, which
may provide a possible explanation for the dry bias in
many of the models. The average elevation of the North
American continent, as ‘‘sampled’’ by the 129-station
radiosonde network (Fig. 1a), is 290 m. For the 24
GCMs with available surface elevation data, the mean
North American elevation ranged from 470 to 886 m,
with a median value of 556 m. The discrepancy between
the radiosonde network mean elevation and those of the
GCMs is due, in part, to the tendency for radiosonde
stations to be located in low elevation areas, and, in
part, to the enhancement of orography in five of the
GCMs (Phillips 1994). Thus the models are ‘‘missing’’
about 270 m of the planetary boundary layer, which
could account for about 1 mm of precipitable water.

We cannot explain each model’s individual bias, how-
ever, by invoking topographic considerations. Thus, it
is not the case that the driest models have the highest
mean elevations. In fact, there is no significant corre-
lation between mean model elevation and decadal mean
W over North America.

3) ZONAL AVERAGES

To summarize the models’ performance as a function
of latitude, we examined the zonal and decadal mean
precipitable water over North America. Figure 3 shows
the distribution of the models’ meridional profiles of W,
in zonal bands of 48 latitude in width, and the observed
values. The medians are about 5% lower than the ob-
servations for much of the region between 328 and 688N
latitude, which includes most of the United States and
Canada. Again, the IQRs of the model values are about
10% of the median values. As noted earlier, the obser-
vations used here are based on measurements at 1200
UTC only. Because the 1200 UTC zonal mean values
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FIG. 3. Decadal and zonal mean distribution of W over North Amer-
ica as observed (circles) and the distribution of 28 modeled values
(box plots).

FIG. 4. Climatological seasonal component of W averaged over
North America as observed (circles) and the distribution of 28 mod-
eled values (box plots).

are, on average, about 1.5% lower than the 0000 UTC
values, it is likely that the low bias we find in the models
compared with the 1200 UTC data (Fig. 3) is an un-
derestimate of the true bias.

South of 328N, over Mexico, the models tend to be
drier than is observed by as much as 28%, as anticipated
by Fig. 1c. We note that the models with high horizontal
resolution tend to produce lower simulated W values
over Mexico than low-resolution models, perhaps be-
cause the high-resolution models better represent the
high topography, while the radiosonde stations tend to
be in lower elevation, coastal locations (Fig. 1a).

c. Seasonal cycle

Over North America the climatological seasonal cycle
of precipitable water is readily apparent. The radiosonde
observations indicate that summer (JJA) continental-av-
erage W reaches 23.9 mm, compared with 9.0 mm in
winter (DJF). These extreme season values are not sym-
metric about the annual average of 15.2 mm; the summer
departure from the annual average is larger than the
winter departure. This asymmetry is consistent with the
fairly constant relative humidity from month to month
over North America (Gaffen et al. 1992b; Ross and
Elliott 1996a), so that W increases roughly exponentially
with temperature according to the Clausius–Clapeyron
relation.

Figure 4 shows the climatological seasonal compo-
nent of W over North America, defined, for each model
and for the observations, by the twelve monthly mean
W values for the decade minus the annual mean W for
the decade, to remove biases among the latter (Fig. 2).
The median values from the models are quite close to
the observed, differing by no more than 1.1 mm for any
given month.

A noticeable difference between the models and ob-

servations is that the models tend to become moister in
spring more quickly than the atmosphere, but in the
summer the models’ medians are drier than observed.
This tendency is consistent with a possible systematic
error in GCMs’ land surface parameterizations, namely,
excessive evaporation in spring and insufficient evap-
oration in summer (P. Viterbo 1996, personal commu-
nication; Viterbo and Beljaars 1995).

Most of the models are in good agreement, but some
model values are significant outliers. The IQRs and the
full ranges of the model values are typically less than
1.5 and 4.5 mm, respectively, except during July and
August when they are about twice as large.

One might expect model biases in W to be seasonally
consistent, that is, that models that are overly dry in
summer would also be biased dry in winter. Examining
the seasonal model values in more detail, we note a
distinct lack of association, however, between the sum-
mer and winter W values, as shown in Fig. 5. The non-
parametric Spearman rank correlation coefficient (Wilks
1995) between JJA and DJF W values for the models
is an insignificant 20.03. This result suggests that the
model biases are not simply related to model architec-
ture but are somehow linked to the treatment of physical
processes that vary seasonally, such as convection,
evaporation, and precipitation. We examine this possi-
bility in more detail later.

The range of the seasonal cycle of W over North
America, defined as the difference between the summer
and winter mean climatological W values, is 14.9 mm
in the radiosonde observations, as shown in Fig. 6. Mod-
el values range from 10.5 to 21.3 mm, but the median
model value, 14.1 mm, is remarkably close to the ob-
served. The observed peak of the seasonal cycle occurs
in July, and the minimum is in January (Fig. 4). More
than three-quarters of the models correctly simulate this
measure of the phase of the seasonal cycle. The rest
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FIG. 5. Climatological summer (JJA, top) and winter (DJF, bottom)
values of W over North America for each model and as observed
(horizontal dashed lines). The box plots give the distribution of model
values.

FIG. 6. The summer-minus-winter range of the climatological sea-
sonal cycle of W over North America (top) and its fall-minus-spring
asymmetry (bottom) from 28 models and as observed (horizontal
dashed lines). The box plots give the distribution of model values.

have a maximum or minimum, or both, one month later
than is observed, which is a small error given the close-
ness of the observed January and February values and
of the observed July and August values (Fig. 4).

Beyond the asymmetry of the summer and winter W
values from the annual average, there is an additional
asymmetry in the climatological seasonal cycle related
to differences between spring and fall; that is, the spring
(MAM) and fall (SON) W values tend to resemble those
of their preceding seasons (DJF and JJA, respectively)
more than the following ones (Figs. 4 and 6). This asym-
metry of atmospheric water vapor for the equinoctial
seasons has been noted previously by Peixoto et al.
(1981) over the Northern Hemisphere. The sense of this
asymmetry is consistent with the thermal lag of the
oceans in the Northern Hemisphere, but, because the
North American W data show similar asymmetry, the
phenomenon is not limited to ocean regions. A tendency
for seasonal cyclone totals and their distribution over
the continent to show a similar lag relationship was
noted by Changnon et al. (1995). The radiosonde ob-
servations for North America show a 3.5-mm difference
in W between fall and spring, which is about 23% of
the summer minus winter range. As shown in Fig. 6,
each model shows a positive difference as well, although
typically the models underestimate this asymmetry by
about 30%, which is consistent with the overly rapid
moistening of the models in spring noted above.

d. Interannual variability of precipitable water

Although some climatic forcings of the AMIP decade,
including the eruption of El Chichón in 1982, were not
incorporated in the AMIP simulations, the models were
forced by observed sea ice and sea surface temperatures,

so there is reason to expect that they will have captured
some of the interannual variability of the atmosphere
during that decade. Even if all external climate forcings
had been incorporated, we would not expect the models’
interannual variations to match those of the atmosphere
completely because interannual predictability is low
outside the Tropics (e.g., Stern and Miyakoda 1995).
Model simulations contain variability associated with
randomness and a predictable component, which are
impossible to separate in a single run. An ensemble of
runs with different initial conditions is needed (e.g.,
Barnett 1995; Stern and Miyakoda 1995).

Nevertheless, swings in the Southern Oscillation,
which are related to anomalies of sea surface temper-
ature in the tropical Pacific, are associated with anom-
alous precipitation (Ropelewski and Halpert 1989) and
temperature (Halpert and Ropelewski 1992) patterns
over parts of the globe, including parts of North Amer-
ica. Because of the links between temperature, precip-
itation, and precipitable water, the Southern Oscillation
index (SOI) and W might also be associated in some
regions.

We find, however, that the observed continental mean
W anomaly time series (Fig. 7) is not correlated at a
statistically meaningful level with a time series of the
SOI (Ropelewski and Jones 1987; extended), whether
monthly, seasonal, or annual anomaly values are used.
(In each case, the number of degrees of freedom used
to calculate statistical significance was n 2 2, where n
is the number of elements in the 10-yr time series. This
choice is based on the very low autocorrelation in the
W anomaly time series, as discussed below.) As an aside,
we note that when longer monthly time series (for 1973–
93) of W (Ross and Elliott 1996a,b) and SOI are used,
we find a significant but small negative correlation be-
tween them.
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FIG. 7. Distribution of seasonal anomalies of W over North America
from 28 models (box plots) and as observed (circles). The linear trend
of the observed anomalies is also shown.

The observed anomaly time series is also poorly cor-
related with the simulated time series for the AMIP
decade. As shown in Fig. 7, it is not uncommon for
most individual models to have seasonal anomalies of
opposite sign to the observed. For 23 of the 28 models,
the correlation r between the model and observed sea-
sonal anomaly time series is not significantly different
from zero at the 95% confidence level (r exceeding
about 0.31). The maximum r value is 0.48 for the
UKMO model, with the time series based on the median
of the 28 models obtaining the next highest r value of
0.42.

Having assessed correlations between modeled and
observed monthly, annual, and individual season time
series, we find that, overall, time series based on the
median of the models perform considerably better than
almost all models. This result indicates that a ‘‘consen-
sus’’ of the models is better related to the variability in
the observations than are individual models. The vari-
ance of the models’ median seasonal anomaly time se-
ries is, however, only about 20% of the observed value
of 0.17 mm2, whereas all the individual model simu-
lations have seasonal anomaly variances comparable to
the observed. Such a reduction in variance is what would
be expected from combining a population of 28 ran-
domly distributed time series. These two results can be
interpreted as follows: the median of the 28 model runs
captures some of the predictable component of the vari-
ability of W but is missing some of the random com-
ponent.

We note that the observations are marked by a trend
of 0.55 mm decade21 (Fig. 7), based on linear regres-
sion. This linear trend explains 15% of the total variance
of the time series. [For a more thorough analysis of
North American humidity trends over a longer period,
see Ross and Elliott (1996a).] All but four of the models
also show a positive trend in W over North America,
although only 10 of the 24 positive trends are signifi-
cantly different from 0, on the basis of being more than

twice the standard deviation of the trend estimate. The
time series based on the median anomalies has a sta-
tistically significant trend of 0.25 mm decade21.

Despite the trends, neither the observed nor the mod-
els’ time series of W anomalies over North America
shows substantial autocorrelation. For monthly time se-
ries, the observed lag-one autocorrelation is 0.16, which
is not significant at the 95% confidence level (r ex-
ceeding about 0.19). The median lag-one autocorrela-
tion for the models is only slightly higher: 0.30. At
longer lags the autocorrelations are not significant. For
the seasonal time series, the comparable lag-one auto-
correlation for the observations is 0.06 and the median
from the models is 0.15, neither exceeding 0.30, the
95% confidence level value.

e. Precipitable water, evaporation, and precipitation

The major source of water vapor in the troposphere
is evaporation E from the surface, and its main sink is
precipitation P. Although the focus of this study is water
vapor, we also examined the AMIP P and E fields to
see whether the differences among model W fields might
be related to these other components of the hydrological
cycle. Lau et al. (1995, Figs. 2 and 3) found that, glob-
ally, models with high rates of evaporation have high
rates of precipitation. Because atmospheric water vapor
is the link between E and P, one could hypothesize that
models with high E and P also have high W.

Using rank correlation analysis, we found no signif-
icant relationships, however, between model simulations
of decadal mean W over North America and either P or
E fields over the continent. We also tested the associ-
ation between W over North America and both P and
E upstream over the North Pacific Ocean and, again,
found no significant correlation. On the other hand, rank
correlations between E and P are 0.75 over North Amer-
ica and 0.82 over the North Pacific. Thus, we find, and
we infer from the results of Lau et al. (1995), that, both
globally and regionally, models with high rates of evap-
oration tend to have high rates of precipitation. They
do not, however, necessarily have high W. This result
may seem counterintuitive, but we should recall that P
is more directly related to relative humidity than to W,
and temperature differences among models could be
playing an important role in determining differences in
W. Evaporation and precipitation rates are indicative of
the vigor of the hydrologic cycle and, thus, the mean
residence time of water vapor, not its absolute amount.

4. Humidity over the Pacific Ocean

As a counterpoint to the analysis over North America,
we considered part of the Pacific basin, between 1508E
and 1308W and between 608N and 608S, to compare the
models over a homogeneous water surface. Radiosonde
data are sparse over this region, but satellite-derived
estimates of W from the Special Sensor Microwave/
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FIG. 8. Decadal mean W over the Pacific basin (608N to 608S,
1508E to 1308W) for each model (bars) and the distribution of the
model values (box plot). The horizontal dashed line indicates the
observed value for the period 1987–93 from SSM/I data.

FIG. 9. Meridional profile of W over the Pacific basin as observed
(circles) and modeled (box plots).

FIG. 10. (a) Median values and (b) the ratio of the interquartile
range to the median of 28 model simulations of the decadal mean W
over the globe.

Imager (SSM/I) instrument for the period 1987–93 (Al-
ishouse et al. 1990) provide a useful alternate estimate
of the climatological W fields. Because there are only
2 yr of overlap between the SSM/I data period and the
AMIP decade, we limit our discussion to the climato-
logical fields.

Figure 8 shows the Pacific basin average, decadal
mean W from each of the 28 models and as estimated
from the SSM/I data. The observed and model median
W values are 30.8 and 29.3 mm, respectively, a differ-
ence of 5%. For the models, the ratio of the IQR to the
median is 6%, which, although smaller than the 10%
value found over North America, is still notable, sug-
gesting that the specification of sea surface temperature
is not sufficient to produce identical oceanic W fields.
We should not expect that W in models be a strict func-
tion of local sea surface temperatures because other vari-
ables, such as tropospheric temperature, lapse rate, and
relative humidity, which are related to large-scale dy-
namics, influence oceanic W (Gaffen et al. 1992a; Bony
and Duvel 1994). The reduced spread among the models
over the sea compared with the continent might be due
to model differences in resolving topography, as we
discuss in the next section.

The zonal mean values of W, shown in Fig. 9, reveal
that the underestimates of W over the Pacific basin are
the result of underestimates between 208S and 208N,
where the median model values are up to 10% smaller
than the SSM/I observations. It is likely, moreover, that
the SSM/I W retrievals used here are biased low. Jackson
and Stephens (1995) found that the Alishouse et al.
(1990) SSM/I W values are larger than colocated ra-
diosonde-derived values at midlatitudes but smaller than
the radiosonde values in the Tropics. The SSM/I data
we are using have been adjusted to remedy this bias
partially (Colton and Poe 1994), but a low bias in the

Tropics probably remains (R. Ferraro 1995, personal
communication). An additional bias of unknown mag-
nitude is related to the difference between the period of
the SSM/I data record (1987–93) and the AMIP decade
(1979–88). Duvel et al. (1997) made a direct compar-
ison of W from 10 AMIP models with satellite data for
the period 1985–88, and they also found a dry bias in
the Tropics. Thus, we conclude that the models are sub-
stantially drier than the real atmosphere over the tropical
Pacific basin; however, unlike over North America, we
cannot point to orography differences between models
and observations as a factor contributing to the bias.
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FIG. 11. Globally integrated decadal-mean W for each model (bars)
and the distribution of the model values (box plot). The horizontal
dashed line indicates the value observed for the same decade based
on analyses of radiosonde observations by Oort (1983).

FIG. 12. Climatological seasonal component of globally integrated
W as observed (circles) and the distribution of model values (box
plots).

5. Global precipitable water and meridional
moisture flux

Broadening our coverage to the global scale, Fig. 10a
depicts the median of the 28 AMIP models’ simulations
of W over the globe. The expected features of the global
W climatology are evident, including the general de-
crease of W from the equator poleward, low W values
over high terrain and known desert regions, and max-
imum W over the tropical Pacific warm pool.

The global map of the ratio of the IQR to the median
(Fig. 10b) shows that this measure of the intermodel
variability of the W simulations is between 10% and
20% over most of the world’s oceans and over low
elevation continental regions. Over high terrain, the ra-
tio is generally between 40% and 80%. It appears, there-
fore, that the variation in how models resolve topo-
graphic features is the main source of disparity among
model simulations of climatological W fields. The ex-
ceptionally large ratios, exceeding 100%, over Antarc-
tica are also related to very low W values there (Fig.
10a).

The global- and decadal-mean values of W for each
of 28 AMIP models and their distribution are shown in
Fig. 11. For comparison, we also present the global-
and decadal-mean W computed using gridded analyses
of the 0000 and 1200 UTC radiosonde observations
during 1979–88 produced by Oort (1983) and Oort and
Liu (1993). Monthly mean fields of q on a 2.58 3 58
latitude–longitude grid at individual pressure levels
have been integrated between the surface and 300 hPa
to produce global W maps, from which global averages
were calculated.

Although these analyses suffer from well-known
problems associated with the irregular distribution of
radiosonde stations across the globe, they nevertheless
represent the most comprehensive and homogeneous

source of upper-air global circulation statistics currently
available for the AMIP period. Those analyses of W
based on fields from analysis-forecast systems are prob-
lematic because such analyses can depend considerably
on the architecture of a particular system, which, more-
over, typically changes with time (Trenberth and Guil-
lemot 1995). Atmospheric reanalyses, which are begin-
ning to become available (e.g., Kalnay et al. 1996), may
be useful for future studies, although differences among
reanalyses from different modeling centers will have to
be reconciled.

Evident in Fig. 11 is a tendency for the model at-
mospheres to be drier than observed over the globe, as
found over North America and the tropical Pacific
Ocean. We note, however, that estimates of the total
precipitable water over the globe, {W}, vary consid-
erably, although the value reported here based on the
Oort analyses (25.1 mm) lies well within the range of
other observations, as summarized by Wittmeyer and
Vonder Haar (1994). In any case, the model median {W}
is some 4.4% (1.1 mm) smaller than the observed value,
and nearly one-fifth of the model values are more than
10% smaller than observed.

The IQR is 4.8% of the median model value, which
is smaller than the comparable statistics over North
America or the Pacific basin. On the other hand, the
IQR is comparable to the amount by which {W} would
increase during two decades of global warming, assum-
ing a warming of 0.7 K and no appreciable changes in
relative humidity (Del Genio 1993). The current dis-
crepancy among GCMs in simulating {W} for the AMIP
decade is, therefore, of consequence for interpreting
GCM predictions of climate change.

Despite such difficulties in reproducing the decadal-
mean {W}, it is reassuring to discover (Fig. 12) that the
models can produce reasonable seasonal variations in
{W}, as they were observed to do over North America
(Fig. 4). The global seasonal cycle has the signature of
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FIG. 13. Distribution of seasonal anomalies of globally integrated
W from 28 models (box plots) and as observed (circles).

FIG. 14. The median (solid line) of the 28 model profiles of the
total meridional flux of water vapor, 2pa cos(f) [Qf] (where a is the
earth’s radius and f is latitude), as inferred from water vapor budget
considerations. The shaded area indicates the interquartile range of
model values. Positive values indicate northward fluxes. The observed
value is also shown (dashed line).the Northern Hemisphere where W peaks in summer.

The tendency for a larger range of model values during
northern summer deserves further investigation.

Interannual variations in the models’ {W} values (Fig.
13) are marked by an ENSO signal. The correlation
between the median of the models’ seasonal {W} anom-
aly time series and seasonal values of the SOI (Rope-
lewski and Jones 1987; extended) is 20.42, significant
at the 99% confidence level. The extension to a domain
beyond North America here appears to incorporate the
influence of warm sea surface temperatures in the east-
ern tropical Pacific on modeled {W}. The reality of this
signal is difficult to confirm with the available obser-
vations, although Jackson and Stephens (1995) find an
El Niño–Southern Oscillation signal in W integrated
over the global oceans from SSM/I measurements dur-
ing July 1987–June 1991. On the other hand, Sun and
Oort (1995) and Soden and Lanzante (1996) note prob-
lems in capturing this signal properly with the radio-
sonde network alone because of the poor data coverage
in the eastern Pacific. Perhaps as a result the corre-
spondence between the observed and model median
curves in Fig. 13 is less than ideal (r 5 0.47), and the
correlation (r 5 0.17) between the observations and SOI
values is not significant.

Because it is important to the global energy and water
cycle, we consider briefly the large-scale flux of mois-
ture over the globe. Figure 14 shows profiles of the net
meridional transport of water vapor for the AMIP de-
cade. The model profiles have been deduced from the
archived AMIP standard output of evaporation, precip-
itation, and W; however, the observed profile of this
transport has been determined directly from Oort’s anal-
yses of meridional vapor fluxes through evaluating the
relationship [QF] 5 ∫[qv] dp (where v is the meridional
wind component, p is pressure from the surface to 300
hPa, and the square brackets denote zonal mean values).
The figure reveals a clear tendency for the models to
overestimate systematically the poleward flux of mois-

ture (and latent heat) over much of the globe, although
uncertainties in the observations are potentially large
and need to be taken into account. Interestingly, Gleck-
ler et al. (1995) find that the AMIP models also tend to
overestimate the poleward total atmospheric energy
transport; the results in Fig. 14 suggest that as much as
50% or more of this bias may be accounted for by ex-
cessive moisture fluxes.

6. Potential sources of model differences

To determine the possible reasons for the spread
among the model simulations of precipitable water (and
other hydrological variables), we measured the associ-
ation between several aspects of the models’ formula-
tions, as summarized by Phillips (1994), and their sim-
ulations of decadal mean W, P, and E over North Amer-
ica and the Pacific basin and of global W. We also con-
sidered possible associations between model
formulations and the net meridional moisture flux but
in a much more limited fashion.

The 14 facets of model formulation considered are
given in the top row of Table 2. Two of these are the
models’ horizontal and vertical resolution, and, as nu-
merical quantities, they were rank correlated with the
hydrological variables tested, which are summarized in
the first column of Table 2.

The remaining 12 variables are dichotomous. For ex-
ample, a model either does or does not contain pre-
scribed soil moisture fields. For the characteristics de-
scribed by dichotomous variables, the table shows the
number of models with that characteristic. We note that
only in the case of soil moisture schemes does the num-
ber of models in the three categories sum to 28. The
two model characteristics associated with the planetary
boundary layer are independent, as are the two asso-
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TABLE 2. Relationships between aspects of GCM formulation and the tendencies in simulated precipitable water (W) and evaporation (E)
and precipitation (P) rates. Statistically significant relationships are indicated according to whether the model characteristic is associated
with higher or lower values of the variable in question, otherwise a dash appears. (Note that in the case of Northern Hemisphere moisture
flux, only relationships with model spatial resolution were tested.)

Spatial
resolution

Vertical
Hori-
zontal

Planetary
boundary layer

Prog-
nostic
PBL
depth

Vertical
diffu-
sion

above
PBL

Numerics

Finite
differ-
ence

Mois-
ture

filling

Convective scheme

Moist
con-

vective
adjust-
ment

Inter-
active

cumulus
suben-

sembles

Mois-
ture
con-
ver-

gence
closure

Bulk
mass
flux

Soil moisture scheme

Bucket
Pre-

scribed
Vege-
tation

Reeva-
pora-

tion of
precip-
itation

Number of models — — 3 21 10 20 5 8 7 5 20 4 4 17
North America W — — — — — — — — — — low high — —
Pacific basin W — — — — — low — — — — — — — —
Global W — — — — — low — — — — — — — —
North America E — — high low — — — high — — — high — —
North America P — low high — — — — — low — — — — —
Pacific basin E — — high — — — — — — — — — — —
Pacific basin P — — high — — — — — — — — — — —
Northern Hemi-

sphere moisture
flux

— —

ciated with numerics. The convective schemes include
the possibility of hybrid approaches (for which a model
would fall into more than one category) but do not
include all approaches used in the AMIP models.

We used the Student’s t test to determine whether the
group of models with a given characteristic have mean
values of simulated hydrologic variables that are sig-
nificantly different from the mean of the remaining mod-
els. The results of these tests are summarized in Table
2. If a t test shows the difference in the means to be
significant at the 95% confidence level or better, or if
the rank correlation is significant at that level, the table
shows whether the model characteristic is associated
with higher or lower values of the variable in question.

We stress that finding an explanation for the rela-
tionships revealed is not straightforward and may be
impossible because of the complexity of the GCMs.
Determining the effects of different model character-
istics by comparing various GCMs may be impossible.
Controlled experiments in which characteristics are
changed one at a time may be needed to determine the
sensitivity of a particular model to particular aspects of
its construction.

Furthermore, the model properties we examined are
interrelated. For example, models using convective
schemes with interactive cumulus subensembles are of-
ten offsprings of the UCLA model and so share other
traits as well. Thus, the models are not independent in
a statistical sense, and a relationship among them might
have nothing to do with the convective scheme but an-
other aspect(s) of their construction.

a. Vertical and horizontal resolution

Model vertical resolution, measured as the total num-
ber of vertical levels, shows no significant correlation

with any of the variables tested. Models with high hor-
izontal resolution have low P over North America. We
find little association between model horizontal reso-
lution (as measured by the total number of grid points
globally) and W except, as noted before, that high res-
olution models simulate lower W over Mexico than low
resolution models. As noted above, we suspect that dif-
ferences in model horizontal resolution account for the
high intermodel variability noted in regions of high ter-
rain (Fig. 10b).

Our result differs from those of Phillips et al. (1995)
and Williamson et al. (1995), who found tendencies for
total precipitable water in the ECMWF and NCAR mod-
els, respectively, to decrease with increasing horizontal
resolution, although for the ECMWF model the effect
was most pronounced in the Tropics and was not mono-
tonic. Our result that the peak northward flux of mois-
ture in the Northern Hemisphere is insensitive to hor-
izontal resolution differs from that of Manabe et al.
(1991), who report that this flux decreased with increas-
ing horizontal resolution in their version of the GFDL
model.

b. Planetary boundary layer formulation

In three of the models, the depth of the planetary
boundary layer is a prognostic variable, rather than a
fixed value. Because the boundary layer contains a large
fraction of the total column W and because mixing of
water vapor from the boundary layer to the free tro-
posphere is limited by atmospheric stability, we would
expect that the depth of the boundary layer will have a
strong influence on W. The models with prognostic
boundary layers tend to have high E and high P over
both North America and the Pacific basin but there is
no significant association with W. The use of schemes
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to allow the vertical diffusion of moisture above the
planetary boundary layer in 21 of the models is asso-
ciated with low North American E values but with no
other tendencies in the simulated moisture variables
shown in Table 2.

c. Numerical approaches

The application of finite-difference numerical
schemes or spectral methods to solve the governing
equations has no particular impact on the variables ex-
amined. The use of moisture filling techniques to elim-
inate spurious negative values of humidity is associated
with low W values over the Pacific basin and globally.

d. Method of parameterizing convection

To examine the relationship between the parameter-
ization of atmospheric convection and simulated hy-
drological variables, we considered four broad catego-
ries of models. We caution that some models use hybrid
approaches so that a model might fall into more than
one category. In addition, the parameterization of at-
mospheric convection is a complex matter, and because
each approach is sensitive to the details of implemen-
tation (e.g., Bony et al. 1995) and to other related GCM
parameterizations, categorizing models in this way is
an oversimplification.

Five of the 28 models employ moist convective ad-
justment schemes (e.g., Manabe et al. 1965), and the t
tests show no significant differences between this group
and the remaining 23 models. Eight models employ con-
vective schemes with interactive cumulus subensembles
(e.g., Arakawa and Schubert 1974), and they tend to
have high E over North America.

Seven models parameterize convection based on
moisture convergence closure (e.g., Kuo 1974), and they
are associated with low P over North America. The use
of bulk mass flux schemes (e.g., Tiedtke 1989) in five
models has no significant association with the simulated
W, E, or P examined. Direct comparison of the models
using bulk mass flux and moisture convergence closure
schemes showed no significant differences. This finding
differs from the results of Colman and McAvaney
(1995) who found that a mass flux convective scheme
produced a moister troposphere in the BMRC model
than did a moisture convergence convective scheme.

e. Soil moisture

Following the classification developed by Robock et
al. (1995) for the treatment of soil moisture in the AMIP
GCMs, we tested the association between W and use of
1) ‘‘bucket’’ models in 20 GCMs, 2) prescribed soil
moisture in four GCMs, and 3) soil moisture schemes
involving vegetation models in four GCMs.

Bucket models tend to be associated with low W over
North America, and models with prescribed soil mois-

ture tend to have high North American W and E values.
The models incorporating vegetation show no particular
tendencies with respect to W, E, or P.

f. Evaporation from falling precipitation

Seventeen models allow for the reevaporation of
moisture from falling precipitation, which one might
expect to enhance tropospheric water vapor. Our anal-
ysis shows no significant differences, however, between
these 17 models and the remaining 11.

g. Can we explain model differences?

The most striking aspect of Table 2 is the large frac-
tion of cells that are blank; the number of filled cells is
not large, although it is higher than what would be ex-
pected by chance. The useful information in Table 2 is
where there are consistent tendencies in different hy-
drological variables, such as is seen with prognostic
PBL depth. Nevertheless, overall, and in agreement with
the results of Weare et al. (1995), who studied AMIP
total cloudiness simulations, the statistical results pre-
sented here do not point to obvious connections between
specific aspects of model architecture and simulated hy-
drological variables.

7. Conclusions

Comparisons of observations and 28 AMIP simula-
tions of tropospheric water vapor show the following.

1) The models tend to underestimate the decadal mean
precipitable water by approximately 5% over North
America and globally as compared with radiosonde
observations, and over the Pacific basin as compared
with satellite SSM/I observations.

2) The largest disparity among models’ decadal mean
W fields occurs over regions of high terrain, probably
because of differences in resolving topography. Over
North America, the relatively high elevation in the
models compared to the radiosonde network is a par-
tial explanation for the dry bias of the models as a
group. There is no significant correlation, however,
between the individual models’ mean elevation and
their mean W values, and topography is clearly not
the source of the dry bias over the Pacific basin.

3) The mean seasonal cycles of precipitable water are
reasonably well simulated but with a wide range
among models.

4) The models do not capture much of the observed
interannual variability in precipitable water. Overall,
a consensus of the models, as defined by the median
of the 28 models considered, gives a better simu-
lation of the observed interannual variability than do
individual models.

5) The models appear to overestimate the poleward flux
of moisture, which probably contributes to the gen-
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eral overestimate of atmospheric poleward energy
flux found by other investigators.

6) There is little association between aspects of model
formulation and simulated hydrological variables. A
more fruitful approach would probably involve con-
trolled experiments with individual GCMs, in which
one aspect of the model is changed systematically
and the impact on the simulations is assessed. Such
an approach is currently under consideration as part
of a successor to AMIP, AMIP II, which could also
involve multiple simulations from each participating
model to extract the predicted interannual signal
from random noise and would better specify the
boundary conditions and forcing functions for the
period of simulation.
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