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SULFUR AND NITROGEN CYCLING IN THE NORTH ATLANTIC OCEAN’S ATMOSPHERE
SYNTHESIS OF FIELD AND MODELING RESULTS

J. N. Galloway, J. M. Prospero, H. Rodhe, R. S. Artz, C. S. Atherton,
Y. J. Balkanski, H. G. Bingemer, R. A. Brost, S. Burgermeister,

G. R. Carmichael, J. S. Chang, R. J. Charlson, S. Cober, W. G. El1lis, Jr.,
C. J. Fischer, J. M. Hales, D. R. Hastie, T. Iversen, D. J. Jacob, K. John,
J. E. Johnson, P. S. Kasibhatla, J. Langner, J. Lelieveld, H. Levy, II,
F. Lipschultz, J. T. Merrill, A. F. Michaels, J. M. Miller, J. L. Moody,
J. E. Penner, J. Pinto, A. A. P. Pszenny, P. A. Spiro, L. Tarrason,

S. M. Turner, and D. M. Whelpdale*

ABSTRACT. In April, 1990, scientists from eight countries attended
a workshop at the Bermuda Biological Station for Research to compare
field measurements with model estimates of the distribution and
cycling of sulfur and nitrogen species in the North Atlantic Ocean’s
atmosphere. Data sets on horizontal and vertical distributions of
sulfur and nitrogen species and their rates of deposition were
available from ship’s tracks and island stations. These data were
compared with estimates produced by several climatological and event
models for five case studies: (1) sulfate surface distributions and
deposition, (2) nitrate surface distributions and deposition, (3)
vertical and horizontal distributions of reactive nitrogen species
(NOy), (4) spatial and temporal trends in DMS emissions, and (5)
advections of sulfur and nitrogen into the North Atlantic Ocean’s
atmosphere. Highlights of the conclusions of the case studies were
(1) few data existed to resolve seasonal and Tatitudinal variations
in DMS flux to the North Atlantic Ocean’s atmosphere, (2) measured
concentrations and model results of nitrate and nss-sulfate deposi-
tion appeared to agree well for some locations but poorly for some
months at other locations, (3) current models generally predicted

NOy concentrations that agreed with the measurements, and (4) esti-
ma%es of the sulfur and nitrogen advection fluxes by even specific
models agreed generally with estimates made by the synthesis of
existing data. The case studies illustrated the need for measure-
ment and modeling communities to interact not only to compare
results but also to cooperate in improving the design of the models
and of the field experiments.

1. INTRODUCTION

The emissions of sulfur and nitrogen to the global atmosphere have

increased substantially over the past century because of anthropogenic activi-
ties, especially in North America and Europe. As a result, the North Atlantic
Ocean is surrounded by large sulfur and nitrogen sources (Fig. 1). Aircraft
measurements made during the Western Atlantic Ocean Experiment (WATOX) and the
STRATOZ III expeditions document high concentrations of NOy and SO2 on the
coastal fringes of the North Atlantic Ocean, implying significant fluxes of

*For affiliations, please see appendix.
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Figure 1.--Gridded emissions of (A) nitrogen oxides and (B) sulfur to the glo-
bal atmosphere for 1980 (Galloway et al., 1992 from data in Hameed and Dignon,

1988).

both species (Luke and Dickerson, 1987; Drummond et al., 1988). Recent data
from the Atmosphere-Ocean Chemistry Experiment (AEROCE) (see Prospero, 1989)
sites within the North Atlantic Ocean indicate nitrate and sulfate levels sev-
eral times above the natural background (Prospero et al., 1989; Galloway et
al., 1989). The collected data are limited in time and space. However, mode1s



can be used to create a more general picture of the changes in sulfur and
nitrogen in the North Atlantic Ocean’s atmosphere. To test the models, we felt
that it was important to compare them to the data bases.

This review assesses the understanding at the time we met of the cycling
of sulfur- and nitrogen-containing compounds over the North Atlantic Ocean, by
reviewing the measurement data bases and the estimates made with the help of
global and regional chemical tracer models. This systematic comparison indi-
cates the validity of the model estimates relative to the measured data. Such
a comparison also identifies gaps in our knowledge and assists in the planning
of future studies. This NOAA Technical Memorandum augments an article by the
same authors that appeared earlier in Global Biogeochemical Cycles (see Gallo-
way et al., 1992).

The material presented in this report is the result of the workshop
"Sulfur and Nitrogen Cycling in the North Atlantic Ocean Atmosphere: Synthe-
sis of Field and Modeling Results" held at the Bermuda Biological Station for
Research during April, 1990. The objectives of the workshop were to:

1. Define the important research questions in sulfur and nitrogen cycling
over the North Atlantic Ocean,

2. Review and compare the available data bases for sulfur and nitrogen
species over the North Atlantic Ocean,

3. Assess the uncertainties in and the limitations of the sulfur and
nitrogen data bases for the North Atlantic Ocean,

4. Suggest case studies for the joint attention of modelers and
measurers,

5. Ascertain how modelers could assist in the design of field
measurement programs.

Over the longer term, these cooperative efforts should address the following
research questions:

1. What are the roles of sulfur and nitrogen species in the climate
processes over the North Atlantic Ocean?

- the relative importance of natural (i.e., mainly oceanic) and
anthropogenic (continental) sources,

- the direct impact of aerosol species on the radiation budget,

- the indirect impact on the radiation budget through the modifica-
tion of cloud characteristics and distribution.

2. What are the impacts of continental nitrogen oxides (NOy) and
related species on the natural oxidizing capacity of the North
Atlantic Ocean’s atmosphere?

- the chemistry of aging continental air masses over the North
Atlantic Ocean.




3. What are the impacts of the atmospheric deposition of oxidized and
reduced nitrogen compounds on new production in the surface waters of

the North Atlantic Ocean?

- the importance relative to the upwelled nutrients on longer time
scales (seasonal to annual) and space scales (on the order of

103 km),

- the influence of episodic precipitation inputs on the phytoplankton
species diversity on shorter time scales (hours to days) and space
scales (on the order of 101 km).

Although these questions were not all fully addressed in the workshop, they
provide the basic motivation for research in this area.

1.1 The Scientific Issues

Human influences on nitrogen and sulfur budgets over the North Atlantic
Ocean have many environmental implications. Photochemical reactions involving
NOy produce ozone, 3 greenhouse gas and a pernicious pollutant; over some areas
of the North Atlantic Ocean, the production of ozone is requlated largely by
the availability of NOy. The concentrations of tropospheric ozone at the north-
ern midlatitudes have risen by approximately 1% per year over the past few
decades (Logan, 1985) and this increase may reflect a parallel increase in NOy
emissions. Distributions of NOy over relatively remote regions 1like the North
Atlantic Ocean are particularly important to the global ozone budget since the
ozone production efficiency per unit of NOy increases with decreasing NOy con-
centration (Liu et al., 1987). Even if NOy levels over the North Atlantic
Ocean are insufficient to promote vigorous ozone production, increases as low
as 10 pptv above the natural background may mitigate the potential for ozone
photochemical loss.

Because nitrogen is the limiting nutrient for marine biota, the deposition
of nitrate and ammonium to the world’s oceans may have implications for oceanic
productivity and hence for the oceanic uptake of C0z. The studies of the nitro-
gen budget in the euphotic zone off Bermuda suggest that atmospheric deposition
is a small source of fixed nitrogen relative to its transport from the aphotic
zone (Knap et al., 1986). However, algae blooms have been observed following
rain events near Bermuda (Glover et al., 1988). In any case, the data base was
too scant to resolve the issue.

The sulfur budget over the North Atlantic Ocean raises a different set of
environmental issues. In contrast to nitrogen, sulfur is not a 1imiting nutri-
ent for marine biota. Nevertheless, deposition of sulfur to the North Atlantic
Ocean is important as a large-scale sink of atmospheric sulfur. Whelpdale et
al. (1988) estimate that only about 10% of the sulfur exported from North Amer-
ica to the North Atlantic Ocean reaches Europe; most of the remaining 90% 1is
deposited to the North Atlantic Ocean. The efficiency of the sulfur deposition
to the North Atlantic Ocean may thus affect the potential for acid deposition
in certain regions of northern Europe.

Sulfate aerosol plays an important role in the Earth’s energy budget, both
as a light-scattering agent and as a source of cloud condensation nuclei. Per-
turbations to atmospheric sulfate loadings may modulate planetary albedo either



through changes in aerosol optical depth (Charlson et al., 1990) or through
changes in the microstructure of clouds (Charlison et al., 1987). Attempts to
detect a climatic signal associated with anthropogenic sulfur emissions in the
Northern Hemisphere have yielded contradictory results (Schwartz, 1989; Wigley,
1989). However, more recent data supports the theory that there was a climatic
forcing by anthropogenic SO4= that is comparable in magnitude but opposite in
sign to the greenhouse forcing by enhanced COz (Charlson et al., 1992). If
there were such a signal, its magnitude would depend critically on the relative
contributions of biogenic and anthropogenic sources to sulfate budgets over the
Northern Hemisphere’s oceans (Galloway and Whelpdale, 1987; Savoie and Prospe-
ro, 1989) where the paucity of aerosol might produce the greatest effects on
cloud microstructure (Charlson et al., 1987). Understanding the origin of the
sulfate over the North Atlantic Ocean is a key issue in evaluating the poten-
tial for climate effects.

1.2 The Models Used

The distributions of reactive nitrogen and sulfur species in the atmos-
phere vary in space and time; any detailed simulation of these distributions
requires computer models with 3-dimensional representations of transport and
chemistry. Many models were in use or being developed; several were represent-
ed at the workshop, some characteristics of which are listed in Table 1. The
spatial resolutions of the different models varied widely ranging from 80 km
(the sulfur transport eulerian model [STEM-II] and the regional acid deposition
model [RADM]) to 1100 km (the MOGUNTIA [Model of the Global Universal Tracer
Transport in the Atmosphere]).

Models can be classified as either episodic or climatological. Episodic
models simulate atmospheric distributions for particular time periods. Wind
fields and other meteorological variables are taken from historical records of
observations (observed episodic mode) or from model simulations (model episode
mode). The output of these models can be directly compared with measurements
made for ‘a specific time and place.

Climatological models use meteorological inputs from general-circulation
models. They can only simulate "typical" time periods (e.g., months) as
described by the general-circulation models’ meteorology. Any comparison with
observations must focus on statistical features of distributions (namely, time-
averaged values and variances).

1.3 Organization of the Report

This report has three major sections containing the overview, the case
studies, and the conclusions and recommendations. The overview section pro-
vides the justification for investigating the sulfur/nitrogen cycling in the
North Atlantic Ocean’s atmosphere and then provides an overview of the physical
dynamics of the North Atlantic Ocean’s atmosphere. Finally, there are sum-
maries of the data and measurements of sulfur and nitrogen cycling available at
the time and a review of the models that could then be used in the North
Atlantic Ocean’s atmosphere.

The second section discusses five case studies. They deal with suifur,
marine DMS emissions, nitrate, reactive nitrogen, and the advection of sulfur/
nitrogen from North America.
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The conclusions and recommendations section identifies the state of knowl-
edge and the gaps that existed and provides suggestions on how those gaps might
be filled.

2. OVERVIEW
2.1 The Importance of Sulfur in the Atmosphere

Sulfur is one of the important minor elements found in the Earth’s crust,
behind the major elements comprising the main mass of the lithosphere, hydro-
sphere, and atmosphere, being fourteenth in atomic abundance. It is an essen-
tial element for life, for example, comprising 0.3:-3% by weight of marine algae.
The high abundance of S04~ in seawater (29 mmol L-1) and in most soils dictates
that it is never a limiting nutrient in the ocean and is seldom limiting on
land. One of the chief functions of sulfur in the biosphere is to provide 3-
dimensional structure to structural protein through the two amino acids cys-
teine and methionine.

Sulfur occurs naturally in chemical compounds with oxidation states rang-
ing from -2 (reduced compounds like HoS and (CH3)2S) to the element to +4 (S09)
and +6 (H2SO4, SO4=, etc.). These compounds are found in all three phases in
the atmosphere, some as gases, some as solid aerosol substance, and some in the
atmospheric aqueous phase.

There are both natural and anthropogenic sources of sulfur that are signi-
ficant in the atmosphere. Dimethyl sulfide (DMS; (CH3)2S) from marine phyto-
plankton (algae) probably represents the largest natural flux and SOp from the
burning of fossil sulfur comprises the main anthropogenic flux. S0z and HpS
from volcanoes are secondary but sporadically very important fluxes. Figure 1
shows estimates of the global fluxes that illustrate the current dominance of
the anthropogenic flux from the Northern Hemisphere.

The atmospheric importance of sulfur stems mainly from its myriad environ-
mental effects. Most arise because of the chemical reactions in the atmosphere
of the reduced gaseous forms (DMS, HpS, SOz) to HpSO4 occurring as a component
of aerosol particles. At the Earth’s surface these effects are in evidence as
follows:

1. S04~ is the dominant anion in river water after HCO3™;

2. Acidity from HpSO4 can be important to soil chemistry, e.g.,
the solubility of aluminum;

3. HpSO4 can directly affect on land and aquatic biota;

4. The natural background acid/base balance is frequently close
to the maximal sensitivity to perturbation by additional HS04.

Within the atmosphere, sulfate aerosol has both optical and cloud effects.
The direct optical effects on solar radiation and on visibility are from the
high efficiency that submicrometer particles have to optical scattering between
wavelengths of 0.1-0.5 um or Tonger. The typical scattering efficiency, given as
the ratjo of scattering extinction to submicrometer sulfate concentration, is
5 m2 g-1 for low RH or about 10 mé g‘1 for RH = 75%. As a result, suifate is




the dominant cause of reduced visibility in industrial regions and is also the
main cause of reduction in solar irradiance (energy reaching the ground) in
those regions. Besides producing a turbid sky, some scattered solar radiation
is reflected out to space because about 10-20% of the light is scattered back-
ward. Natural marine background aerosol concentrations are so low that even
very small additions of anthropogenic aerosols have significant effects.
Increases in extinction at solar wavelength in marine air occur at sulfate mass
concentrations above about 0.5 um-3. Over the eastern United States, anthro-
pogenic S04 concentrations of 1-10 ug m-3 are calculated and measured to cause
an annual average decrease of solar irradiance of about 7.5% (Ball and Robin-
son, 1982). Potential Northern Hemisphere effects have been estimated (Grassl1,
1988) because of the dominance of anthropogenic sulfur over the U.S., Europe,
and Asia.

Sulfate aerosol also affects clouds where, because of the hygroscopicity
and water solubility of acidic sulfates, it is an important component of cloud
condensation nuclei (CCN). Over many ocean regions, sulfate aerosol is the
dominant component in CCN. This is true for those ocean regions where conti-
nental impacts are minimal and it is especially true for most of the southern
oceans. The process of cloud nucleation provides an important pathway for
acidic sulfate to enter cloud droplets and thereby produce rainwater acid-
ity (Charlson and Rodhe, 1982).

S04~ and CH3S03~ are probably the dominant anions in natural CCN, and SO4=
is probably the dominant pollutant CCN material. These substances are involved
in climate, enigmatically, because the albedo of the most common type of cloud
(marine stratus) is calculated to be dependent on the number concentration of
CCN. A change of +30% in marine CCN (only) is calculated to produce a global
temperature change of -/+10 K. Quantification of the relationship between
sulfur source strength (or even sulfate mass concentration) to CCN number con-
centration was not yet possible. Qualitatively, it had been known for decades
that continental clouds have higher droplet populations than marine clouds.
Most continental clouds are also polluted with anthropogenic S04=. Thus it is
possible that increased anthropogenic S04~ mass concentration yields a higher
CCN number concentration. However, there was no accepted theory for what con-
trolled CCN number concentration and hypotheses were just being formulated
(Baker and Charlson, 1990).

2.2 The Impacts of Nitrogen on the Marine Environment
2.2.1 Introduction

Well-documented increases in concentrations of carbon dioxide in the
atmosphere, principally from anthropogenic sources (Broecker and Peng, 1982;
Keeling, 1973), and the concomitant potential for long-term climate change
through an enhanced greenhouse effect have led to a heightened awareness among
both scientists and politicians of the need to understand the global carbon
cycle. Oceans play an important role in moderating fluctuations in atmospheric
CO2 (Sundquist, 1985). They represent a net sink for atmospheric CO02 and take
up about half of the anthropogenic production. Therefore, an understanding of
the mechanisms and patterns of the oceanic carbon cycle is necessary to assess
adequately future changes in the ocean/atmosphere system.




The biological components of the oceanic carbon cycle in the illuminated
upper ocean (the euphotic zone) are thought to be regulated by the availability
of inorganic nitrogen (Eppley and Peterson, 1979) although other nutrients,
such as phosphate and iron (Broecker and Peng, 1982; Martin and Fitzwater,
1988), have been suggested. The new-production hypothesis describes how the
supply of exogenous nitrogen may regulate the amount of the organic matter
exported from the euphotic zone on a multiannual time scale where a steady-

state assumption is valid (Dugdale and Goering, 1967; Eppley and Peterson,
1979).

Under the new-production hypothesis, the nutrient supply to the primary
producers in the illuminated upper ocean is divided operationally into "rege-
nerated" sources and "new" sources. The regenerated nitrogen is derived
from the biological activity of heterotrophs remineralizing the organic nitro-
gen back to usable inorganic forms within the euphotic zone. These regenerated
nutrients are principally ammonia, urea, and perhaps some kinds of dissolved
organic nitrogen. The new nitrogen ijs supplied from outside the euphotic zone,
principally through the vertical mixing of nitrate from below the euphotic
zone. The nitrogen fixation by marine cyanobacteria is probably a minor source
of the new nitrogen (Carpenter, 1983) although recent measurements of higher
rates may require a reevaluation of this conclusion (Carpenter et al., 1987;
Martinez et al., 1983; Scranton et al., 1987).

The deposition of nitrogen from the atmosphere can be a significant source
of nutrients, especially in the oligotrophic regions (Duce, 1986). However,
atmospheric deposition is a relatively minor exogenous source in an open-ocean
environment over a long time scale (Knap et al., 1986), even though on an event
basis it may be significant (see below). In a coastal environment, atmospheric
nitrogen has been shown to be important (Paerl, 1985). The production of bio-
mass based on these exogenous nutrients is termed new production (Dugdale and
Goering, 1967). With steady-state and other assumptions about nutrient trans-
formations, the new production of biomass equals the losses of nitrogen from
the euphotic zone. The passive sinking of organic particles is a ma jor loss
mechanism and has been the object of the most study. Other potential loss
mechanisms are the vertical migration of zooplankton with their subsequent
excretion at depth (Longhurst and Harrison, 1988) and the downward mixing of
dissolved organic nitrogen (DON) when there is a euphotic zone maximum in DON
concentration (Jackson, 1988).

In the ocean, nitrogen occurs primarily in six forms: dinitrogen, nitrate,
nitrite, ammonia, DON, and particulate organic nitrogen (PON). Although there
are substantial amounts of No in the ocean, there is little nitrogen fixation
and this gas is relatively conservative. Nitrate is the primary reduced inor-
ganic nitrogen pool with concentrations up to 20-30 pmol L-1 in the deep Atlan-
tic. As expected with a nutrient, surface waters are usually depleted compared
to deep-sea values; over most subtropical areas, nitrate concentrations are
below the detection limits of standard techniques (0.05 umol L-1) for most of
the year. Both nitrite and ammonia are present at low concentrations (gener-
ally <1 umol L-1) because they are intermediate steps in the transformation
between nitrate and organic nitrogen. Ammonia is readily assimilated by plants
and bacteria and is the preferred inorganic form of nitrogen. Both DON and PON
have maxima in surface waters where they are initially formed by phytoplankton
and bacteria. The PON concentrations vary considerably both spatially and
seasonally. Near Bermuda, PON ranges from 0.1-1.0 gmol t-1 and can be orders
of magnitude higher in the highly productive waters farther north or near the
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continental margins. The concentrations of DON were uncertain as new tech-
niques (Suzuki et al., 1985) were indicating much higher concentrations than
those found by standard measurements (Jackson, 1988; Sugimura and Suzuki,
1988). The concentrations of DON in surface waters may have been comparable to
concentrations of nitrate in deep seas (20-30 umol L-1) although there were no
published measurements for the Atlantic using the new techniques. The.trans-
formations among forms of nitrogen are mostly biological and the fluxes of
nitrogen are by a combination of biological and physical processes.

Any comparison of nitrogen rate processes in oceans with nitrogen sources
from the atmosphere was confounded by the lack of good, concurrent data for
both oceanic and atmospheric processes and by the controversies about oceanic
measurements. Atmospheric inputs of biologically usable nitrogen (regardless
of the form) are exogenous nutrient sources to the surface ocean. Logically
they must be compared with the new-production rates for estimating their rela-
tive importance. Bermuda was one of the few places where this comparison could
be done because of the presence of both long-term oceanic time-series measure-
ments (from Hydrostation S and the Bermuda Atlantic Time-series Station [BATS])
and atmospheric measurements (from the WATOX and AEROCE programs). The atmos-
pheric measurements and inputs are discussed further in other parts of this
document; the discussion below focuses on the range of values for new produc-
tion in the open ocean near Bermuda and briefly mentions just one published
comparison of the atmospheric inputs for this site (Knap et al., 1986). The
recent data from BATS are discussed in more detail to illustrate the importance
of episodic events.

New production in the oligotrophic ocean near Bermuda has been estimated
by a variety of direct and indirect methods (Table 2), all of which involve
assumptions and methodologies that have some uncertainty. The most direct
method for estimating new production is by measuring the flux of particles
sinking out of the euphotic zone with sediment traps. Over long time periods,
these losses must be balanced by exogenous inputs of nitrogen. The integrated
new-production rates from the sediment traps are approximately 0.1-0.2 mol N
m-2 yr-1. The traps do not measure nitrogen fluxes from vertically migrating
zooplankton (Longhurst and Harrison, 1988) or the downward mixing of DON (Jack-
son, 1988). They also have methodological problems of scale (short deploy-
ments, small areas), problems of overestimation from the inadvertent inclusion
of zooplankton "swimmers" (Knauer et al., 1979; Michaels et al., 1990), and
hydrodynamic probliems of unknown magnitude (Gust, 1989).

Indirect calculations of new production usually take advantage of the
stoichiometric relationships between elements in the organic matter: the Red-
field ratios. By measuring changes in the oxygen concentrations through time,
the required nitrogen production or consumption can be calculated. Jenkins and
his coworkers (Jenkins and Goldman, 1985; Spitzer and Jenkins, 1989) use the
35-year time-series record from Hydrostation S for this purpose. Using a vari-
ety of independent techniques, they estimate minimum new-production rates of
approximately 0.5 mo1 N m~2 yr-1. Their techniques have the advantage that
they are averaged over decadal time and large space scales. Jenkins and his
colleagues also compare these values to models of the physical mixing of
nitrate from below the euphotic zone and find agreement between the model pre-
dictions and their new-production estimates.

A final indirect mefhod of estimating new production is by its relation-
ship with primary production. The oligotrophic environment is thought to have
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Table 2.--Nitrogen flux estimates for the Sargasso Sea near Bermuda

Hydrostation S oxygen fluxes, nitrate fluxes (Jenkins and Goldman, 1985;
Spitzer and Jenkins, 1989):

MINIMUM NEW production = 0.5 mol N m=2 yr-1

BATS particle fluxes (Altabet, 1989; S. E. Lohrenz; Center for Marine Science,
University of Southern Mississippi, Stennis Space Center, MS 39529;
personal communication, 1990):
NEW production = 0.1 mol N m~2 yr-l

Carbon fixation rates (Menzel and Ryther, 1961; S. R. Smith; Bermuda
Biological Station for Research, 17 Biostation Lane, Ferry Reach GE 01
Bermuda; personal communication, 1990):
TOTAL production = 0.6-1.1 mo1 N m-2 yr-1

BATS production data (S. E. Lohrenz; Center for Marine Science, University of
Southern Mississippi, Stennis Space Center, MS 39529; personal
communication, 1990):
TOTAL production = 1.4 mol N m-2 yr-1

Recycling (Glibert, 1982):

N % recycling = 90%-99% (new = 0.14-0.01 mol N mZ yr-1)

a large amount of recycling compared to a nutrient-rich ocean (Eppley and
Peterson, 1979). The measured nitrogen recycling rates (the uptake of ammonia
versus nitrate) are on the order of 90-99% of the total production at various
oligotrophic Atlantic sites (Glibert, 1982); the remaining 1-10% of the produc-
tion would be exported. Total primary productign rates estimated from the
carbon-fixation rate vary from 0.6-1.4 mol N m-2 yr'1 (Menzel and Ryther, 1961;
S. E. Lohrenz; Center for Marine Science, University of Southern Mississippi,
Stennis Space Center, MS 39529; personal communication, 1990; S. R. Smith;
Bermuda Biological Station for Research, 17 Biostation Lane, Ferry Reach GE 01,
Bermuda; personal commupication, 1990), implying a new-production rate of only
0.01-0.14 mol N m=2 yr-1.

Knap et al. (1986) use atmospheric inputs of nitrogen measured over a
three-year period (1982-1984) in Bermuda to estimate the importance of atmos-
pheric sources to oceanic new production. Their average annual deposition
rates are only about 1.2-6% of the annual new-production rates that Jenkins
and Goldman (1985) estimate; however, the episodic deposition rates are sub-
stantially higher. The largest event they report in that period resuits in a
deposition of 860 umol m-2, which is 50% of the average daily new production
estimated from the long-term average. Knap et al. conclude that atmospheric
inputs are not important in long-term nitrogen budgets of open oceans. How-
ever, new production as estimated from other techniques is up to an order of
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magnitude lower and atmospheric inputs would be very large by comparison.
Future comparisons of atmospheric inputs with oceanic new production must take
into account the methods used to estimate the new production and the uncertain-
ties associated with each method. Resolution of the discrepancies in new-
production rates is an area of active research in the oceanographic community
and must be resolved before these kinds of comparisons are adequate.

2.2.2 Episodic events

A comparison of long-term average values conceals some very important
patterns that may influence ocean processes on the time and space scales that
organisms actually experience. Time-series measurements of oceanic properties
reveal a striking amount of temporal and spatial heterogeneity, including the
presence of episodic events contributing significantly to the annual average.
The magnitude of these episodic events is apparent in the first year’s data
from BATS (Fig. 2).

Monthly sampling for BATS began in October, 1988, at a station 45 nm
southeast of Bermuda. The first year’s data showed a pronounced spring bloom
during the February, 1989, cruise (Michaels et al., 1990; A. Michaels; Bermuda
Biological Station for Research, 17 Biostation Lane, Ferry Reach GE 01, Ber-
muda; unpublished data, 1990). As a result of the deep-winter mixing (a 250-m
mixed layer), the near-surface nitrate concentrations were over 0.2 umol L-1.
There was a pronounced increase in the chlorophyll concentration with a shal-
low maximum and oxygen supersaturation to a depth of 250 m. Particulate
organic carbon and nitrogen concentrations were elevated compared with the
previous months and the primary production rates and sinking fluxes measured by
the sediment traps showed the highest values at this time. By the next cruise
in late March, nitrate concentrations in the upper euphotic zone had decreased
to below detection 1imits. The chlorophyll concentrations had decreased and a
chlorophy1l maximum had developed at the base of the euphotic zone. High con-
centrations of particulate organic carbon and nitrogen had disappeared and
production and flux rates were back to average values. This bloom was present
as a single cruise anomaly in the BATS data set, with the oxygen supersatura-
tion and the residual chlorophyll maximum the only evidence in subsequent sam-
ples of the enhanced biological activity.

By exam1n1ng changes in the oxygen anomaly (the difference from saturation
in m1 L-1) and the ambient nitrate concentrations, we could estimate the amount
of new production that may have occurred during th1s bloom event. The oxygen
concentration was below saturation throughout the euphotic zone on the mid-
December cruise. The January profile showed a mixture of undersaturated and
s1lightly supersaturated profiles. The February bloom profile showed supersatu-
ration of oxygen down to a depth of 250 m. If we assumed that bubble injection
and other phys1ca1 processes could not cause a supersaturation in excess of
0.1 m1 L-1 (W. J. Jenkins; Woods Hole Oceanographic Institution, Woods Hole, MA
02543; personal communication, 1990), the integrated oxygen anoma]y over-O.l ml
L-1 shou]d have represented biological activity. This integrated oxygen stock
was 26.3 L m2, which was equal to approximately 0.14 mol N'm-2. This was an
underestimate of the actual new production since much of the oxygen produced
escapes into the atmosphere (Jenkins and Goldman, 1985); the estimate of
bubble-injected oxygen was conservative. The actual new production in this
event may have been higher than 0.29 mol N m-2
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Figure 2.--Time-series of (A) nitrate (umo L-1), (B) chlorophyll a (ug L-1y,
and (C) oxygen anomaly (ml L-1) at the Bermuda Atlantic Time-series Station

from October, 1988, to September, 1989.
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The ambient nitrate concentration in February was around 0.5 pmol L-1.
The nitrate concentration of water_ with the same density as the February mixed
layer was greater than 1.0 umol L-1 both before and after the bloom. If the
mixed layer began with a uniform 1.0 gmol L-1 of nitrate, approximately
0.04 mo1 L-1 m~2 would have been consumed in the upper 100 m by the time of the
February cruise. Most of the remaining nitrate (0.044 mol L-1 m-2) would have
been used by the March cruise. This nitrate use would also represent a minimum
estimate as the kinetic effects (e.g., the continued inputs of nitrate) were
ignored. These minimum new-production rates by oxygen evolution and nitrate
consumption were 17-28% of the annual average new-production estimate of Jen-
kins and Goldman (1985). Less conservative estimates of the oxygen production
suggested that more than half of the annual production could have been associ-
ated with this event.

A major implication of an episodic event of this nature is that the annual
mean is a poor reflection of the nitrogen cycle at any specific place and time.
Subtracting this event from the annual mean (Jenkins and Goldman, 1985) results
in a daily average new-production rate of 600-1,100 gmol N m-2 day-l. "Other
types of episodic events are also known to occur and, for most days, the daily
rate is undoubtedly Tower. By this calculation, large atmospheric deposition
events such as those recorded by Knap et al. (1986) may have been the dominant
nitrogen sources when they did not co-occur with other oceanic episodes. These
nitrogen inputs would have been used by the phytoplankton and might have sti-
mulated a short-lived bloom in the surface waters. This kind of bloom was
observed by Glover et al. (1988) following a rainfall. Although the authors
discount the rain as a source of the surface nitrate that stimulated the bloom
(using the Knap et al. [1986] citation of annual averages), the actual amount
of excess nitrate is within the range of measured episodic inputs for Bermuda.
These blooms are probably restricted to the surface mixed layer and would be
visible in satellite images of ocean color also restricted to measuring the
upper ocean. The organisms that bloomed in these episodes and the community
processes that led to particulate exports may also have differed from the usual
taxa and processes. These variations in the community structure will have
significant effects on the composition of sinking particles (Michaels and Sil-
ver, 1988) and the amount of carbon and other elements that are concomitantly
transported. It is likely that the intersection of the episodic nature of an
ocean and the atmosphere is where the true importance of the atmospheric depo-
sition to the oceanic nitrogen cycle will be found.

2.3 Meteorb]ogy Overview
2.3.1 Climatological distributions

Describing meteorological patterns in the Atlantic Ocean region has been
an important area of scientific study for over two hundred years. The need to .
advise marine and air traffic in the region and to track major weather features
moving towards the European continent has been the main impetus for this work.
More recently, the effectiveness of these systems in transporting trace materi-
als (especially acidifying pollutants) into and across the North Atlantic area
has become an area of scientific interest. One advantage is that the North
Atlantic has the longest running record of marine meteorological measurements,
which were first begun in the 1850s (Maury, 1857). This record has been con-
tinued to this day with data from ships, from islands, from coasts, and now
from satellites.
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From these climatologies, it can be seen that the North Atlantic Ocean
area is dominated by three semipermanent weather features:

1. The Icelandic low-pressure system,
2. The Bermuda-Azores high-pressure area,

3. The northeast trade-wind regime.

These systems fluctuate in strength and position through the year; their win-
tertime positions are shown in Figure 3. The Icelandic low is a series of
moving low-pressure centers that dominate the northern North Atlantic, with an
average position near Iceland in the winter. 1In contrast, during the summer
months, the Bermuda-Azores high moves north and broadens and strengthens over
its winter manifestation as the Icelandic Tow weakens. With this movement, the
northeast trades also extend further north, tend to be more persistent, and
reach peak velocities during the warmest months. Also important is the forma-
tion and movement of tropical disturbances, tropical storms, and hurricanes;
these occur irregularly from June to November. During their lifetimes these
systems can change the predominant meteorological situation (Tucker and Barry,
1984).

Some meteorological factors are specific to the transpori question and
include information on winds, both surface and upper level, and the statistics
of precipitation amounts and perhaps air temperatures. Masses of data on these
factors are included in atlases (Meserve, 1974; Isemer and Hasse, 1985). An
example of the information available can be found in chart 148 of Isemer and
Hasse, where the resultant surface winds are plotted for January based on a 20-
year record. '~ Other data, such as precipitation frequency, are also available
(see chart 101, Isemer and Hasse). Some data are now available not only in the
form of charts but also as computer-accessible data archives (Slutz et al.,
1985).

60°N

20°-2

00

90°W 60° 30° 0°

Figure 3.--Surface meteorology in winter in .the North Atlantic. The L and H
identify the Icelandic low and the Bermuda-Azores high, respectively. The
thick lines indicate the principal storm tracks; the Tlight arrows show the mean
wind direction.
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2.3.2 Trajectory techniques and the use of trajectory analyses

Atmospheric transport is strongly dependent upon the details of winds in
the area at the time of interest. Motions on a wide range of space and time
scales are relevant and the problem is complex even for the simplest case of
inert-gas species. In general, mean transport is not carried out by the mean
horizontal wind. The exception is in regions of very steady winds (for exam-
ple, the trades) where the streamlines of the wind give a clear indication of
the transport that can be expected. More typically, because of shear and dif-
fluence in the wind field, initially compact parcels of air pollutants can be
separated into many discrete blobs; vertical motion in convective cloud systems
can rapidly move pollutants into a different wind regime. Chemical reactions,
often times enhanced in the heterogeneous environment of clouds, change the
composition of parcels.

Air-parcel trajectory analysis is a technique that can be used to assess
possible source regions and transport paths for particular periods and sites.
Typically, back trajectories from a site are calculated for times when sampling
of concentrations or deposition is underway. Trajectory analysis can take into
account some, but not all, of the phenomena that are important in long-range
transport (Miller, 1987). We discuss here some aspects of such analysis as it
is applied to transport to remote ocean areas.

The meteorological data required for retrospective trajectory analysis in
open-ocean areas are usually obtained from routinely available global analyses
of wind and temperature data. This is in contrast to continental areas, which
are generally well covered with in situ meteorological data and where analyses
tailored to transport calculations can be used. In isobaric trajectory calcu-
lations, the winds on the analysis surface, quasi-harizontal layers of constant
atmospheric pressure, are used. In isentropic trajectory analyses, winds fol-
Tow a hypothetical surface of constant potential temperature; this is the way
air moves in the absence of mixing, latent-heat release (i.e., condensation or
evaporation), or other diabatic processes. Fully 3-dimensional trajectory
analyses require explicit estimates of vertical velocity, which are only avail-
able in a dynamical model--however, none of the results discussed here uses
this approach.

These techniques have limitations that must be kept in mind. Foremost is
that trajectory analysis is inherently qualitative. That is, the fact that a
trajectory passes over a potential source area implies, but does not guarantee,
that the source may have contributed to the observed air chemistry. The accu-
racy of trajectories is limited by the adequacy of the basic meteorological
data used and by assumptions fundamental to the technique; accuracy decreases
rapidly back in time with increasing path length. Nevertheless, trajectories
provide a convenient way to use meteorological data in interpreting concentra-
tion and deposition observations.

2.3.3 Results for the North Atlantic sites

Several large ensembles of trajectories have been compiled for sites in
the North Atlantic area. Of particular interest are the analyses by Miller and
Harris (1985) in which isobaric back trajectories from Bermuda for the period
1975-1981 are divided into six azimuthal sectors and plotted on a histogram.
The importance of flow from the North American continent is indicated in their
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results by the dominant peak in the northwest sector. The authors also pre-
sent a histogram for trajectories for days with rainfall; although the north-
west is the most common sector in the "all days" set, its dominance in this
selected set is significantly reduced. The seasonal variations of these pat-
terns are also discussed.

In work that was as yet unpublished, Merrill (J. T. Merrill, Center for
Atmospheric Chemistry Studies, The University of Rhode Island, Narragansett, RI
02882-1197) had compiled isentropic trajectories for the North Atlantic sites
discussed at the workshop. Trajectories were calculated twice a day for the
years 1984-1988. For trajectories arriving at a specific site (e.g., Bermuda),
a calculation was made of the number of hours spent by each trajectory over
a geographical grid. Merrill et al. (1989) use a superposition technique
developed by Poirot and Wishinsky (1986). The contours of trajectory passage
probability (Fig. 4) indicated the areas with the highest number of trajectory
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Figure 4.--Cumulative probabilities (40% , 1light stippling; 60%, medium; and
80%, dark) of the airflow passage to Bermuda on 300 K potential temperature
surfaces during (A) January-March, and (B) July-September, 1984-1988.
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passage hours for the Bermuda trajectories. Thus in the winter months (Fig.
4A), the air reaching Bermuda was most likely to have passed over interior
areas of North America and the Gulf of Mexico. In the summer months, on the
other hand, the flow was more often from open-ocean areas southeast and east
of Bermuda (Fig. 4B). The trajectories shown were calculated on the 300-K
isentropic surface, which intersects the boundary layer near the latitude of
the island. The trajectories extended back for ten days; for substances with
atmospheric residence times shorter than this, the areas closer to the site
were the most relevant.

The corresponding trajectory probability fields for the other sites showed
differing patterns. At Barbados where the trade-wind flow is steady, there
was less variation from season to season and the flow was more or less directly
from east to west; however in the summer months, the curvature in the pattern
indicated that both Europe and Africa were likely continental source areas. At
Izania in the Canary Islands, the station was in the free troposphere and the
winter flow path was somewhat similar to the winter pattern for Bermuda, show-
ing flow from west to east from the southeastern areas of North America, Mex-
ico, and the Gulf. In the summer months, the flow was slower and more from the
north, indicating that areas in the open Atlantic Ocean were the most probable
sources. Only a short record was available for Mace Head, Ireland, because of
temperature variability. A selection had to be made of the potential tempera-
ture surface that was the most relevant, i.e., that was the lowest lying above
the surface near the site. Plots made for such an analysis for the period of
July, 1988, to December, 1989, indicated a fairly straight west-to-east flow
toward Mace Head, with the highest-probability areas extending over interior
regions of North America, generally from 459 N to 600 N. The easterly flow,
generated by a clockwise flow around the Siberian High, might at times have
been important. ‘

Problems and prospects for extensions of these techniques.

Trajectory analysis can be combined with chemical-concentration or deposi-
tion data to provide insights on the fong-range-transport process. Moody and
Galloway (1988) use an informative approach. Isobaric back trajectories from
Bermuda selected for rain days are grouped by cluster analysis, and the authors
show that a significant part of the chemical-concentration variance can be
explained by the trajectory pattern.

The probability analysis technique discussed in the preceding section can
be augmented to include chemical data: semiquantitative mass-transport proba-
bility fields can be generated by weighting trajectories that arrive during
high-concentration periods more heavily than those that arrive during low-
concentration periods. Merrill and Graustein (1989) discuss the use of this
approach for North Atlantic sites for radionuclides indicative of continental
sources. A more sophisticated approach called quantitative trajectory bias
analysis (Keeler and Samson, 1989) is difficult to apply over the ocean because
of the lack of routine estimates of rainfall distributions.

No technique of trajectory analysis could account for the inherent nonlin-
earity of the chemical processes that were important for some species. The air
might have passed through the high-probability regions most of the time, but
the Tow-probability areas might have been significant. If the mixing of air
parcels created a critical assemblage of reactants some distance from the site,
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environmentally important reaction products might have reached the site from
areas that were not often "upwind." Consequently, concentrations of certain
substances could have peaked during atypical conditions; such circumstances
could have accounted for a large fraction of the annual variation in concentra-
tion or deposition. Only 3-dimensional chemical-transport models could be
expected to deal with such complexities. However, the models were seldom run
with event-specific meteorological fields that covered the entire North Atlan-

tic Ocean.

2.3.4 Precipitation in the observations and in the models
Precipitation observations on islands and coasts.

The precipitation amount measured on an island or coastline is not neces-
sarily equal to that falling on the surrounding ocean. Islands, especially
those surrounded by reefs or other shallow water areas, present both a thermal
and dynamical anomaly 1o the air flowing over the sea. The dynamical influence
can produce orographic uplift. However, even islands with low relief cause a
convergence on the upwind side and a divergence on the lee side, because of the
island’s mechanical drag, that may be as much as a thousand times greater than
that on even a fully developed sea. Further, the surface-level air is near
saturation, especially in subtropical areas, and only weak upward motion is
needed to induce cloud formation and precipitation.

There have been numerous studies of the influence of islands on cloud and
precipitation distributions. In general, island rainfall is more nearly repre-
sentative of ocean rainfall when the islands have Tow topographic relief and
when they are situated in areas dominated by convective (as opposed to strati-
form or frontal) precipitation systems (Reed, 1980). Although Bermuda has
Timited relief, the extent of shallow water exceeds the area of the island
jtself by a large factor. Therefore it is not surprising that the climatologi-
cal total annual precipitation estimates for Bermuda, which range from about
1100-1500 mm, significantly exceed estimates for the surrounding ocean areas
where the value may be 800-900 mm.

Challenging simulations of rainfall distributions over the ocean.

It had been generally believed that precipitation was not well simulated
by large-scale circulation models. This deficiency was related to fundamen-
tal problems of cloud simulation in global models. Although the latter had
recently received much attention, gquantitative comparisons of simulated and
observed precipitation distributions had not. Global-scale models were usually
run at moderate spatial resolutions, and the resulting very large grid areas
inevitably contained a heterogeneous mixture of surface conditions, thermo-.
“dynamic and radiative environments. Consequently, only grid-area precipitation
amounts could be simulated and these represented an average of rates within the
grid area. The purpose in discussing this was not 1o criticize models but
rather to draw attention to the Jimitations in the simulation of a process that
was vitally important to the deposition estimates.

Only recently had basin-wide estimates of precipitation amounts been pub-

lished that were generally regarded as representative and reliable. For exam-
ple, the estimates of E1170t and Reed (1984) from marine weather observations
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represent the precipitation field away from islands. Their estimates agree
quite well with those of Jaeger (1983; the January and July distributions are
shown in the GESAMP [1989] report): the oceanic rainfall distribution is con-
strained by the global water balance in Jaeger’s analysis. In the latter, the
dry zone extending west from Africa is larger, and the gradient toward higher
precipitation values west and north is concentrated in a narrower area. How-
ever, the basin-wide total precipitation is similar in these two compilations.

Those working with model simulations of chemical transport should avail
themselves of reliable climatological precipitation distributions to refine the
interpretation of their results. Further, histograms of deposition amounts
from events contributing to monthly totals should be used in conjunction with
the totals in comparisons between simulations and meteorological and chemical
observations.

2.4 Measurements Overview
2.4.1 Introduction

The sulfur and nitrogen data bases in the North Atlantic Ocean’s atmos-
phere are resources that can be used not only to determine the cycling of
sulfur and nitrogen in the marine atmosphere but also to test various model
formulations. For both purposes, the data bases should characterize the spa-
tial and temporal variabilities of sulfur and nitrogen species. This section
of the paper reviews the spatial and temporal extent of the data bases that
were available and their variabilities and identifies areas where additional
information was needed to evaluate and improve the accuracy of the existing
models.

“.4.2 The existing data bases

Four categories of data bases were defined for convenience: coastal,
is‘and, aircraft, and shipboard; the shipboard data were limited to oceanic
DMS.  Although the data bases used in the comparisons in this paper do not go
beyocnd 1989, data from the islands continue to be taken into the 1990s.

The coastal data bases included precipitation-chemistry/wet-deposition
data from three networks: the National Acid Precipitation Assessment Program
(NAPAP) in the eastern United States, the Canadian Air and Precipitation Moni-
toring Network (CAPMoN) in eastern Canada, and the Co-operative Programme for
Monitoring and Evaluation of the Long-Range Transmission of Air Pollutants in
Europe (known as the European Monitoring and Evaluation Programme or EMEP) in
western Europe. Some gas and aerosol data were available from occasional stud-
ies at some sites.

The island data bases included a fair amount of precipitation-chemistry/
wet-deposition data, a small amount of aerosol-chemistry data, and almost
no vapor-phase-species data (Fig. 5; Table 3). There were precipitation-
chemistry/wet-deposition records for 1.5 years at Barbades (AEROCE); approxi-
mately 9 years at Bermuda (WATOX/AEROCE); and 5 years at Adrigole, Ireland
(WATOX). The longest aerosol-species data record was the one for 5 years from
Barbados (AEROCE). Records less than 3 years were available from other islands
and were supplemented at Bermuda by occasional short-term (few weeks) intensive
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Figure 5.--Sites of surface data bases and the temporal extent (shown by the
length of the rectangles) of the data on the aerosol and precipitation composi-
tions from North Atlantic Ocean’s islands (see also Table 3). As of August,
1992, sampling was continuing at all sites, except Adrigole, Ireland.

studies. Sampling times varied from essentially continuous for some of the
intensive gas-phase measurements to integration times of as long as a week for
the aerosol species. Precipitation was generally sampled either daily or by

event.

The ship-based data were available from several cruises, including inten-
sive surveys in coastal regions off the east coast of the United States, near
Bermuda, in Scottish coastal waters, and along latitudinal and longitudinal
transects covering much of the North Atlantic Ocean (Fig. 6). The types of
sulfur and nitrogen data available are summarized in Table 4.

The aircraft data bases were derived from the STRATOZ III mission around
the perimeter of the North Atlantic Ocean and several WATOX intensives off the
east coast of the United States. Flight tracks are shown in Figure 7 and the
types of data that were available are listed in Table 5. Sampling times ranged

from continuous to several hours for various species.
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Table 3.--Sulfur and nitrogen

data bases for the North Atlantic

Ocean islands

Location Phase Species Dates
Barbados
Ragged Point* aerosol, pre- CH3S03~, nss-S047, NO3~, NHgt 1984-1989,
cipitation 1988-1990
Bermuda
Harbour
Radio Tower** precipitation nss-S04=, NO3~, NHg4t 1980-1989
High Point** gas SO2, NOy, HNO3 8/82, 2/83
aerosol, pre- nss-504=, NO3~, NHgt 8/82, 2/83;
cipitation 1982-1984
St. Davids*,** aerosol, pre-  CH3503~, nss-S04=, NO3~, NHgt 1989-1990,
cipitation 1988-1990
Tudor Hill* aerosol, pre-  CH3S03~, nss-S04=, NO3~, NHgt 1988-1990,
cipitation 1988-1990
Ireland
Adrigole** precipitation nss-S04=, NO3~, NHgt 1984-1990
Mace Head* aerosol, pre-  CH3S03~, nss-S04=, NO3~, NHq* 1988-1989,
cipitation 1988-1990
Tenerife
[zania* aerosol CH3S03~, nss-S04=, NO3~, NHgqt 1988-1989
Punta del
Hidalgo* aerosol CH3S03", nss-S04=, NO3~, NHgqt 1989-1990
NOTE: As of August, 1992, sampling continued at all sites, except Adrigole.

*AFROCE sites
**YATOX sites

2.4.3 Summary of the data bases

The 1989 average concentrations of sulfur and nitrogen species in precipi-
tation at_island sites in the North Atlantic Ocean ranged from about 0.2 to

6 umol L-1

(Fig. 8);_in aer
over 2 to 25 nmol m-3 (Fig.

9).

osol the average concentrations ranged from slightly
These concentrations in precipitation and

aerosol were substantially less than in the populated regions of the world.
Although these lower concentrations provided challenges for the analysts, the
precision and accuracy of these values were commonly less than +20%.

The annual concentrations of sulfur and nitrogen species in precipitation
and aerosols provided indications of the magnitude of the concentrations over

space and time but provided nothing on the temporal variability or on how time
varied as a function of space. To provide this information, we used long-term
records of aerosols from Barbados (1984-1989) and precipitation composition
from Bermuda (1980-1989). The seasonal variabilities, monthly averages of NO3-
concentrations in aerosol, and monthly averages of the rate of NO3~ wet depo-
sition for the individual years are shown in Figure 10 for aeroscls at Barbados
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Figure 6.--Cruise tracks of ships on which samples were taken that supplied the
necessary data for the shipboard data bases (see also Table 4): The NOAA ships
consisted of the R/V Cape Florida and Columbus Iselin, (1985, 1986; dashed line
with dots), the R/V Researcher (August-September, 1986; dashed line), the R/V
Knorr (April-May, 1984; solid line), the R/V Mt. Mitchell (summer, 1988; rail-
road tracks), and the R/V Challenger (June-July, 1987; dotted line). The Ger-
man R/V Polarstern made three cruises: January-April, 1983 (Xs), and March-
April, 1987, and in September-October, 1988 (cross-hatched line). Only rain
was measured on the cruise ship Oceanic (0s) during her summer cruises from

1982-1985.

and Figure 11 for precipitation at Bermuda. For nitrate in aerosols at Barba-
dos, there were two types of temporal variability. There was a seasonal varia-
bility on the order of 2-16 nmol m-3 with a maximum in spring and a minimum in
winter. This pattern was consistent with the transport patterns from Africa
(Savoie et al., 1989). In addition to seasonal variability, there was substan-
tial monthly variability. For any one month, the concentrations of nitrate in
aerosols could vary up to a factor of four; although there appeared to be some
consistency to the spring maximum, the month during which the maximum occurred
could vary from April to June. This type of temporal variability made it very
difficult for modelers to predict an naverage" behavior of nitrate in aero-
sols at Barbados. The same type of intermonth and interannual variability was
evident for nitrate wet deposition at Bermuda. The situation was even more
complicated because of the confounding influence of the variability of the
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some months.

Table 4.--Data bases established from ship samples

Location

Species

Date

R/V Mt. Mitchell

R/V Polarstern

R/V Researcher

R/V Cape Florida,
R/V Columbus Isetlin

R/V Knorr

R/V Mt. Mitchell
R/V Polarstern

R/V/ Challenger

R/V Researcher

R/V Cape Florida,
R/V Columbus Iselin

R/V Knorr

Nitrogen

NHg4*, NO3~, HNO3, amines,
a-acids, NO, NO2, NOy, PAN

NO3~, NHgt
NHgt, NO3-, HNO3, NO, NO,,
NOy, PAN
NO3-, HNO3

NHgt, NO3-

NHg*, NO3-, rain

Sulfur Data Bases

SO2, MSA-, nss-S04=, rain*
MSA-, DMS, nss-S04=

MSA-, nss-S04=

MSA-, DMS

DMS, S02, nss-S04=

DMS

nss-S047, rain*

DMS, SOz, MSA-, nss-S04-,
rain*

DMS, MSA-, nss-S04=, rain*

Summer, 1988

Aug, 1989
Sep-Oct, 1988
Aug-Sep, 1986

4 seasons,
1985-1986

Apr-May, 1984

Summer, 1988
Aug, 1989
Sep-Oct, 1988
Mar-Apr, 1987
Jan, Apr, 1983

Jun-Jul, 1987
Jul, 1985

Aug-Sep, 1986

4 seasons,
1985-1986

Apr-May, 1984

*Major sulfur and nitrogen species were measured.

precipitation amounts.

of all the individual years.

Clearly, the average deposition,
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The dashed line (with the Xs) represents the mean of
the nitrate deposition calculated over the 1981-1989 period, simply the average
The dotted Tine (with the open star in a solid
circle), however, represents the deposition calculated using the climatological
monthly precipitation amount determined over a 50-year period (Mackey, 1957).
as determined from the 9-year record at Ber-
muda, still varied by a factor of two from the climatological deposition in
This type of interannual variability in both the composition of
precipitation and the precipitation amount made it more difficult for climato-
Togical modelers to duplicate the "average" deposition of nitrate on Bermuda.
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Figure 7.--Flight tracks of the aircraft on which samples were taken that sup-
plied the necessary data for the aircraft data bases (see also Table 5): the
STRATOZ III aircraft (spring, 1984; dashed line with dots), the WATOX P-3
aircraft (winter, 1986; solid lines), and the- WATOX King Air (summer, 1988;
winters, 1985, 1986; slashed rectangles).

In addition to the temporal and spatial variabilities at the surface,
another degree of variability is introduced when the atmosphere is treated as a
3-dimensional system by examining the vertical distribution of sulfur or nitro-
gen species. Figure 12 shows the vertical distribution of SOz and nss-S04=
between 0-2 km during several of the intensive experiments of WATOX. In most
cases, concentrations decreased with altitude as might be expected. In all
cases, there was substantial variability among measurement periods. For exam-
ple, concentrations of SOg on both the ground and in the boundary layer ranged
from about 10-220 nmol m-3. In the free troposphere they ranged from about 4-
100 nmol m~3.  This degree of variability meant that it would be very diffi-
cult to test the vertical profiles produced by the climatological models--it
would require a large amount of data. Rather, such tests should be performed
with episodic models.

2. 4.4 Data uncertainties and limitations

In general, the quantitative estimates of uncertainties were poor. This
was especially true for aircraft and ship-based data sets since these studies
had been conducted independently by different groups at different times. No
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Table 5.--Data bases established from aircraft samples
Program Location Species Time
Nitrogen and Oxidant Data Bases
WATOX
NAEC* and Marine boundary layer NO, NOy, NOy, HNO3, Summer, 1988
Bermuda and free troposphere NHg*, NO3~, 03
NAEC Marine boundary layer NO, NOy, NOy, HNO3, Winter, 1986
and free troposphere PAN, NO3~,"03, H20»
Bermuda Marine boundary layer HNO3, NO3~, 03 Winter, 1986
and free troposphere
NAEC Marine boundary layer NO, NOy, HNO3, NO3- Winters,
and free troposphere NO3-, 03 1985, 1986
Bermuda Marine boundary layer NO, NOy, NOy, HNO3, Winter, 1985

STRATOZ III

and free troposphere

Multiple

NO3~, O3
NO, NOy, NOy, PAN, 03

Sulfur Data Bases

Spring, 1984

WATOX
NAEC and Marine boundary layer S02, S04=, CH3S03- Summer, 1988
Bermuda and free troposphere
WATOX _
NAEC Marine boundary layer DMS, SOz, S04= Winters,
1986, 1985
Bermuda Marine boundary layer DMS, SOz, S04 Winters,
and free troposphere 1986, 1985

STRATOZ III

North Atlantic

S02, S04=

Spring, 1984

*North Atlantic east coast.

mechanism existed for a long-term intercomparison or a standardization of sul-
fur or nitrogen species measurements. A sense of the order of magnitude of
possible biases in chemical-measurement methods, including sampling artifacts,
might have been gained from the results of continent-based "shootouts" con-
ducted for some nitrogen species. _

It was the group’s consensus that, on the atmosphere side, chemical-sam-
pling analytical uncertainties were minor compared to the uncertainties in dry-
deposition fluxes (especially for submicrometer particles) and rainfall amounts
and rates. With regard to oceanic sources, the major uncertainties were
related to the use of different models for calculating the sea-to-air DMS flux.
To facilitate comparisons in the future, the depth of sampling and the tempera-
ture should be reported in addition to [DMS]sy and wind speed in all studies
that attempt to estimate DMS flux.
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Figure 8.--The 1989 average concentrations of sulfur and nitrogen species in
precipitation at three AEROCE sites: Barbados (solid), Bermuda (open), and
Ireland (stippled). ~

A final limitation we identified was the lack of any data for NH3 gas over
the North Atlantic Ocean.

2.4.5 Conclusions

The concentrations of the sulfur and nitrogen species in the North Atlan-
tic Ocean’s atmosphere varied substantially both spatially (3-dimensionally)
and temporally. Except for the precipitation composition at Bermuda and the
surface-aerosol composition at Barbados, the existing data records were insuf-
ficient to quantify the temporal variability. The fact, that they existed for
only two islands was indicative of the lack of spatial coverage. Given the Tow
probability of forming new islands in the North Atlantic Ocean, long-term meas-
urement programs should be initiated on those islands that are available and
ship programs should be used to "interpolate" between the long-term data
bases for the islands.

30+

Figure 9.--The 1989 average con-
centrations of sulfur and nitro-
gen species in aerosols at three

- AEROCE sites: Barbados (solid),
nss-SO, NOjz MSA (x10) Bermuda (open), and Ireland
(stippled).
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Figure 10.--Temporal trends of aerosol NO3~ monthly average concentrations for
6 years (Galloway et al., 1992) (1984, X in circle; 1985, open square; 1986,
solid diamond; 1987, open diamond; 1988, solid triangle; 1989, stippled square)
and average over all years (dashed line, Xs) at Ragged Point, Barbados.
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Figure 11.--Temporal trends in NO3~ monthly wet-deposition (1981, solid star;
1982, open star; 1983, asterisk; 1984, X in circle; 1985, open triangle; 1986,
solid square; 1987, open square; 1988, solid triangle; 1989, stippled square)
(Galloway et al, 1992); average over all years (dashed line with X); monthly
average wet deposition using climatological data on precipitation amounts
(dotted line, open star in closed circle) for Harbour Radio Tower, Bermuda.
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Figure 12.--Altitudinal variabilities of (A) [nss-S04=]/[nss-S04= + SO2] ratio,
(B) SO2, and (C) nss-S04~. Concentration data are from Galloway et al. (1990,
solid circle), Thornton et al. (1987, open diamond), Whelpdale et al. (1987,
X), Luria et al. (1987, open square), Galloway et al. (1984, open circle),
Hastie et al. (1988, open triangle), and Luria et al. (1988, plus sign) (Gallo-
way et al., 1990).
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Measurement programs on ships and islands would not have helped our under-
standing of the transport and transformation processes that occur above the
marine boundary Tayer; aircraft programs were needed for such data. By their
nature, aircraft programs cannot be continuous. Consequently, aircraft studies
must be integrated with long-term island programs.

Full-scale atmospheric-chemistry programs require the measurement of many
species at many locations over extended time periods. Such programs are inevi-
tably limited by resources; consequently, priorities must be established and
strategies  developed. The modeling community can play an important role by
participating in the design of field programs.

One strategy would be to focus on regions where there are large concentra-
tion or deposition gradients. Large gradients are evidence that atmospheric
and deposition chemistries are being strongly controlled by meteorological
factors or by chemistry. Field experimenters generally Tike to see large con-
centration variations in their measurements because such data are evidence of
dynamic processes. Models can tell us where and when we are most likely to
encounter such gradients. In addition, are there other key species that need
measuring and on what time scales are these measurements needed?

These questions were difficult to answer at the time. It would have
required the continued cooperation of modelers and field experimenters to
answer them in an efficient and expeditious manner. This workshop was part of
the process of facilitating such cooperation.

2.5 Overview of the Trace-Gas Models Applied to the
North Atlantic Ocean’s Atmosphere

2.5.1 Introduction

Atmospheric scientists face a major challenge in their attempt to under-
stand the causes and effects of the changes in the cycles of major biogeochemi -
cals in the atmosphere over the North Atlantic Ocean. This knowledge is impor-
tant because the chemical composition of the atmosphere and, particularly, the
presence of certain trace species can greatly influence health, weather, cli-
mate, and agriculture.

To understand the tropospheric biogeochemical cycles of the North Atlantic
Ocean better, it is necessary to know the following:

1. The spatial and temporal distribution of sulfur and nitrogen species;

2. The processes that control the cycles of these species;

3. The role of these species in climate processes;

4. The present and future impact humans have on the cycles.
The answers to these questions must be obtained through combined laboratory,
field, and modeling studies. Modeling plays an essential role in unraveling
the answers to these questions because it provides a 1link between the results

of field experiments and our understanding of the chemical and physical proc-
esses of trace species in the troposphere. Modeling analyses are necessary
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because field-measurement programs, even with extensive spatial coverage, can
only encompass a minute portion of the troposphere for short periods and labo-
ratory studies focus on only a limited number of processes under highly ideal-
ized conditions. Verified models can be used to project the state of the
troposphere at different times and under different conditions.

Modeling analyses can guide the designs of experiments. For example,
models can 1) provide information on the concentrations of species in the
troposphere (e.g., OH, H»02, PAN) and, thus, suggest which sensors should be
used (or developed); 2) estimate the temporal and spatial distributions of
trace species, thereby indicating what sampling strategies should be used; and
3) estimate the variabilities and lifetimes of trace species, thus suggesting i
optimum sampling frequencies. - | .

The structures of the tropospheric models were inherently process oriented
instead of cycle oriented. Models had to reflect that the cycles of trace
species are controlled by transport, chemistry, dry-deposition (surface remov-
al), wet-removal, and primary-source processes. Furthermore, the cycles
approach focussed on a description of the long-term average mass balance of a
species, whereas the dynamic models could show extreme excursions from the mean
behavior. Thus, to develop meaningful models, the chemical and physical proc-
esses affecting the cycle had to be mathematically characterized. |

Comprehensive models that could fully treat all the complexities of the
physical and chemical processes affecting sulfur and nitrogen in the North
Atlantic Ocean had not yet been developed when we met. Rather, depending on
the application, the models had to make tradeoffs between the levels of detail
included in the meteorology, the chemistry, the temporal and spatial resolu-
tions, and the times of integration. Eight models were represented at our
meeting; their characteristics are summarized in Table 1 (p. 6). These mod-
els were either episodic or climatological. The episodic models yielded chemi-
cal species distributions for specific "real-world" days (e.g., June 18,
1989). Wind fields were based either on observations or on winds calculated
from weather-forecast models. The episodic models could also describe clima-
tology for specific time periods (June, July, August, 1980-1990) if they were
run for a sufficiently long time.

In contrast, the climatological models described only the statistical cha-
racteristics (i.e., average values and, in many cases, variabilities). Wind
fields were based on observations (the MOGUNTIA) (Zimmermann, 1987) or on simu-
lations from general-circulation models (GCM). Some models had temporal reso-
lutions of one day or less (the Lawrence Livermore National Laboratory [LLNL]
model, the Geophysical Fluid Dynamics Laboratory [GFDL] model, the Harvard
model, the Oslo model) atthough others (e.g., the MOGUNTIA) had a resolution of
one month. It was important to recognize that GCM-based models yielded results
that could be compared with mean time periods (e.g., an average June or an
average year) but that were not necessarily representative of specific time
periods (e.g., June, 1989, or the year 1989).

The tropospheric chemistry models could be further classified according to
whether they were coupled directly to meteorological models (on-1line) or decou-
pled from (run outside of) the meteorological models (off-1ine); whether they
used fixed spatial-coordinate reference systems (Eulerian) or coordinate sys-
tems that made moving points or parcels their reference points (Lagrangian) and
whether they used regional, hemispherical, or global spatial coverages

32

- — _4——4 |




(Table 1). A1l models at the workshop were off-line; four models were episodic
and four were climatological; two of the episodic models were regional, one was
hemispheric, and one was global.

The models also differed according to which species were explicitly treat-
ed. Sulfur was treated in the STEM, the Stockholm version of the MOGUNTIA
(referred to hereafter as the Stockholm model), the RADM, the Oslo model, the
Battelle Global Chemistry model (GCheM), and the LLNL model. Nitrogen was
analyzed in the STEM, the Max Planck Institute-Mainz version of the MOGUNTIA,
(referred to hereafter as the MPI model), the Harvard model, the RADM, the GFDL
model, and the LLNL model.

Because of computational Timitations, models that incorporated high reso-
lutions and complex chemistries were usually restricted to relatively small
regions. Conversely, global scale models usually had to resort to longer grid
sizes and simplified chemistries.

2.5.2 The STEM-II model

The STEM-II was a 3-dimensional Eulerian transport/chemistry/removal model
that calculated chemical distributions in the troposphere of some sixty chemi-
cal species, including the major SOy, NOy, NOy, HyOy, and reactive hydrocarbons
species (Carmichael et al., 1986, 1991). This mode¥ was designed to analyze
chemical transport and removal on regional scales (i.e., spatial scales of
thousands of kilometers with an 80-X-80-km grid) under episodic flow conditions
(days to weeks). The major features of the STEM-II included emissions from
point and area sources; transport by convection and turbulent diffusions; spa-
tially and temporally varying winds, temperatures, water vapors, precipitation,
and cloud fields; transformations of chemical species by gas- and liquid-phase,
chemical reactions; removal at the surface by dry deposition; and removal
through detailed cloud- and precipitation-scavenging processes. Applications
of the model were focused on acid deposition and oxidant formations in the
eastern United States.

2.5.3 The MOGUNTIA

The basic model, the MOGUNTIA, was developed at the Max Plank Institute
for Chemistry in Mainz; it covered the whole globe with a horizontal resolution
of 100 longitude by 100 latitude and had 10 layers in the vertical between
1000 hPa and 100 hPa. Advection was based on climatological monthly mean
winds; transport processes occurring on smaller space and time scales were
parameterized as eddy diffusion (Zimmermann, 1987, Zimmermann et al., 1989). A
diagnostic cloud model provided vertical transports in deep convective clouds;
the input parameters were large-scale temperature, humidity, and estimated
convective precipitation (Feichter and Crutzen, 1990). _

The Mainz version of the MOGUNTIA.

This version, the MPI model, was used to study the tropospheric nitrogen
cycle. The chemical mechanism in this model was simple (Crutzen and Gidel,
1983) but it explicitly calculated hydroxyl concentration. Five species were
transported and integrated in time: NOy, HNO3, 03, H20p, and CO. Four species
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had specified temporal and spatial variations: CHgq, Hp0, 07, and M. Ten spe-
cies were put in steady-state balance: CHp0, 01D, OH, HO2, CH302, CH302H, HCO
CH30, NO3~, and CH3. We calculated the steady-state species algebraically and
placed the algebraic solutions in five predictive equations that were then
solved numerically. We also calculated NO and NOp from NOy using photochemi-
cal, steady-state approximations.

The Stockholm version of the MOGUNTIA.

This version (the Stockholm model) was used to study the tropospheric
sulfur cycle. It used the same basic model transport description as the Mainz
version. The parts of the atmospheric sulfur cycle included in the model were
1) the emissions of dimethylsulfide (DMS) and SO, 2) the oxidation of DMS by
OH to SO2 and directly to S047, 3) the oxidation of SOz to 5047, and 4) the wet
and dry depositions of SOz and S04~ (Fig. 13). Three species were carried
prognostically in the model: DMS, SO2, and S04=. The main objectives of the
modeling were to estimate distributions of various sulfur species in the
troposphere on time scales of months or longer, to estimate the relative impor-
tance of natural and anthropogenic emission processes, and to test the hypothe-
ses regarding transformation and deposition processes.
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Figure 13.--A schematic description of the atmospheric sulfur cycle imp lemented
in the Stockholm model.

2.5.4 The Harvard model

The Harvard group was developing a 3-dimensional, global chemical-tracer
model based on meteorological information from the "fine-resolution" NASA/
GISS-(Goddard Institute for Space Science) general-circulation model. The
chem1ca]-tracer model has a resolution of 49 latitude x 50 Tongitude with nine
lazﬁrs in the vertical extending from the surface to 10 mb; the time step was

urs.

The long-range objective in developing the chemical-tracer model was to
describe the global distributions of 03, CO, NOy, sulfate, and other trace
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species in the troposphere. The model in this case would have to account prop-
erly for an exchange with the stratosphere, for a range of chemical processes
in the troposphere, and for the deposition to the surface. It would have to
simulate correctly the spatial redistribution of trace species. This objective
was to be approached through a series of intermediate steps. The first studies
(Prather et al., 1987; Jacob et al., 1989) focussed on CFCs and 85Kr, two long-
lived trace gases with sources in the northern midlatitudes. These studies
demonstrate that a chemical-tracer model can adequately simulate the exchange
between hemispheres and the transport between midlatitudes and tropics. Fur-
ther, chemical-tracer model studies of 222Rn and 210Pb (Balkanski et al., 1989)
test the abilities of a chemical-tracer model to simulate the regional trans-
port of trace gases and aerosols in various parts of the worid (North America,
the Indian Ocean, the Pacific Ocean). A first photochemical study using
CH3CC13 as a tracer (Spivakovsky et al., 1990) shows that global OH levels in a
chemical-tracer model are correctly predicted to within 25%. The Harvard
group’s efforts were to include global simulations of CO and of the tropo-
spheric sulfur cycle and regional simulations of NOy and 03 over North America
and the western Atlantic Ocean.

2.5.5 The Regional Acid Deposition model

The RADM, was an extremely complex Eulerian modeling system designed to
simulate numerous chemical and physical processes that were important in the
distribution of tropospheric trace gases and the resulting dry and wet deposi-
tion of these gases. The RADM subdivided the troposphere over the northeastern
United States and southeastern Canada into a 35 x 38 horizontal grid (each grid
was 80 x 80 kmZ) with 6 or 15 vertical levels (from the surface to 100-mb pres-
sure level). The domain size and associated vertical and horizontal resolutions
of RADM could be easily changed as could the submodels used to parameterize
individual physical and chemical processes.

Time-varying trace-gas concentrations were calculated in each model-grid
cell by solving a species-continuity equation. Advection, diffusion, and dry
deposition were calculated every 300 or 600 seconds. Changes in trace-gas con-
centrations from chemical reactions and emissions were computed using smaller
time steps. Concentration changes due to cloud processes were computed using a
chemically or scavenging-limited time step that was then imposed on the grid-
averaged concentrations at intervals or one hour or less.

The transport and diffusion of trace gases and particles were calculated
using meteorology from the Mesoscale Model Version 4 operating in a 4-
dimensional data-assimilation mode. The vertical turbulent transport of
trace species in the absence of clouds was parameterized with an eddy diffu-
siveness based on atmospheric stability and wind shear. Dry-deposition fluxes
were computed for 13 species by multiplying trace-species concentrations in
the lowest model level by species-specific deposition velocities that were -
parameterized in terms of atmospheric stability, land type, season, insola-
tion, and surface wetness. Effects of clouds, including subgrid-scale vertical
redistribution, aqueous chemistry, and trace-gas and particle scavenging, were
parameterized using a simple 1-dimensional cloud model and a local equilibrium
scavenging and aqueous-chemistry submodel. Cloud distributions and character-
istics were parameterized in terms of precipitation rates and vertical profiles
of temperature and moisture.
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The gas-phase chemical-reaction mechanism contained 140 reactions among 60
species including 40 organics. In RADM 2.0, 20 photolysis-rate coefficients
were determined from a radiative-transfer model for the clear atmosphere with
average turbidity and a seasonally adjusted stratospheric ozone column. Clear-
air photolysis rates were functions of heights, latitudes, and zenith angles.
The corrections for the presence of clouds differed for above-cloud, in-cloud,
and below-cloud regions and depended on average condensed-water contents,
thicknesses, and fractional areas of cloud coverage.

Emission data bases derived from 1980 and 1985 inventories provided hourly
emissions of thirty species in the RADM 2.0 domain. Area sources were emitted
into the lowest model layer and point sources were emitted at an effective
height, including plume rise, for each point source. Diurnally varying, aver-
age, seasonal emission rates that differed for weekdays or weekends were speci-
fied from the emission inventories. :

2.5.6 The Oslo model

This model provided representative estimates of concentrations and
depositions of sulfur. The model was episodic, used a temporal resolution of 6
hours, and could be integrated over different periods (Iversen, 1989). The
model contained two components, SO2 and particulate SO4=, with a Tinear reac-
tion rate depending on latitude and season in accordance with the general
photochemical activity. This was an Eulerian model with the scheme of Smo-
larkiewiez (1983) for horizontal and vertical advection. The dry deposition
took into account aerodynamic resistance in the surface boundary layer. The
wet scavenging was formulated through scavenging ratios and was separated be-
tween in-cloud and subcloud scavenging efficiency. Vertical eddy diffusion was
parameterized as a function of static stability and wind shear. Emissions were
instantly mixed vertically to a locally defined mixing-layer height. On the
subgrid scale, 15% of the emissions were deposited inside the emission grid
square, 5% of which was in the form of secondary particulate suifate.

The governing equations were written with dry potential temperatures as
the vertical coordinates. This coordinate choice diminished the numerical
errors in the horizontal and vertical advection terms because 1) the vertical
winds were smaller than when using quasi-horizontal surfaces; 2) the surfaces of
the constant potential temperatures were tightly packed in layers with large
gradients (stratosphere, fronts, stable atmospheric boundary layer); and 3) the
horizontal gradients were much weaker. The model1 had been applied to four
specific months with input from National Meteoroiogical Center data obtained
through the National Center for Atmospheric Research (NCAR). The months were
October, 1982; January, March, and July, 1983. A meteorological preprocessor
calculated all additional parameters needed in the dispersion calculations and
included a complete physical package for precipitation and diabatic heating.
The concentration fields for sulfate calculated by the Stockholm, LLNL, and
Oslo models are presented in Figure 14. ‘

2.5.7 The Battelle Global Chemistry model

The GCheM was a 3-dimensional, time-variant kinematic mode1 of atmospheric
pollutant behavior. It was based on an Eulerian reference frame, applying a
latitude-Tongitude-sigma coordinate system. The computation mesh had a flexi-
ble resolution and domain; thus relatively small geographical areas could be
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Figure 14.--Sulfate concentration predictions from (A) Stockholm model at 250 m
(nmo1 m-3), (B) LLNL model at surface (nmol m-3), and (C) Oslo model at 40 m
(#mol m-2) for January when all sources were considered (Galloway et al., 1992).
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selected for detailed computatiohs while still enabling total global simula-
tions when desired.

The GCheM code was modular, thus allowing a large degree of flexibility in
the simulation of reaction chemistry and wet- and dry-removal processes. The
code’s structure allowed for direct computation of pollutant behavior in sev-
eral media besides air (e.g., rain, cloud water, snow, etc.); thus aqueous-
phase conversion and wet removal could be treated conveniently and naturally.
GCheM applied a finite-element technique to integrate fluid-flow components of
the governing equations. Chemical ‘and physical transformation steps were being
integrated using an exponentially assisted procedure.

2.5.8 The Geophysical Fluid Dynamics Laboratory model

The GFDL model was a global transport model with 11 vertical levels
(31.4 km, 22.3 km, 18.8 km, 15.5 km, 12.0 km, 8.7 km, 5.5 km, 3.1 km, 1.5 km,
0.5 km, and 0.08 km), a horizontal grid size of approximately 265 km, and a
time step of approximately 26 minutes. For transport, the model used the 6-hr
time-averaged winds and the self-consistent precipitation provided by a parent
general-circulation model with no diurnal cycle; emissions of gaseous and par-
ticulate reactive-nitrogen compounds were transported as a single species, NOy.
The emissions that were not deposited in a particular source region were avaix-
able for long-range transport in the model. The fraction of NOy available for
transport was specified by basing the model’s precipitation-removal and dry-
deposition parameterizations on the measured yearly wet deposition over North
America and the measured partitioning of individual nitrogen species at several
locations in the United States. Although these parameterizations were based on
observations in North America, the simulated deposition over Europe and remote
regions of the Northern Hemisphere agreed well with the observed values. . Simu-
lations had already been completed for global emissions from fossil-fuel com-
bustion (Levy and Moxim, 1987, 1989a, 1989b) and for stratospheric injection
(Kasibhatla et al., 1991).

2.5.9 The Lawrence Livermore National Laboratory mode]

The LLNL model (also called GRANTOUR, c.f. Walton et al., 1988) was a -
Lagrangian parcel model that could be run either off-line using the wind and
precipitation fields from a general circulation model, or interactively, in a
mode that allowed alterations of wind and precipitation fields consistent with
the currently calculated species or aerosol concentrations. The model had been
used to study effects of smoke from a nuclear war on climate (Ghan et al.,
1988), the effects of an asteroid impact on climate (Covey et al., 1990), the
cytle of reactive nitrogen in the troposphere (Penner et al., 1991b), the sul-
fur cycle in the troposphere (Erickson et al., 1991), the effects of smoke_from
biomass burning on cloud reflectivity and climate (Penner et al., 199la), 222Rn
and 210pp distributions (Dignon et al., 1989), and O3 photochemistry in the
troposphere (Atherton et al., 1990). The model was typically run with 50,000
constant-mass air parcels the dimensions of which averaged 100 mb x 330 km X
330 km. If the centroid of a parcel came within 50 mb of the surface, its
species concentrations were subject to a dry-deposition rate that was propor-
tional to a species-dependent deposition velocity. Also, each species was
removed proportionally to the rate of precipitation at a given grid location
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times a species-dependent and precipitation type-dependent scavenging coeffi-
cient. The model used a simplified chemistry; OH and 03 fields as well as
photolysis and reaction-rate coefficients were specified during runs for a
perpetual January or a perpetual July. We ran the reactive nitrogen simula-
tions reported here using 12-hour averaged wind-and precipitation fields from
the NCAR community climate model (CCM). The CCM had a 4.5 x 7.5-degree average
resolution with 9 vertical layers. The model’s sources of reactive nitrogen
included fossil-fuel burning, soil microbial activity, biomass burning, Tight-
ning, and production in the stratosphere from the oxidation of N70. The treat-
ment of chemistry incorporated the major reactions that cycle NOy (NO + NO2) to
HNO3. The ratio of NO to NO» was determined using the photostationary state
relation. For the sulfur simulations reported below, we used CCM-1 12-hour
averaged wind and precipitation fields. The CCM-1 had a horizontal resolution
similar to that represented in the CCM but had 12 vertical layers. For sulfur,
we included sources from fossil-fuel burning and,oceanic dimethyisulfide emis-
sions. The representation of chemistry included| the reaction of DMS with OH to
form SO2. SOp was converted to S04 with a six-day e-folding lifetime.

3. THE CASE STUDIES
3.1 The Sulfur Case Study

For the sulfur case study, we compared predictions from three models--the
Oslo model (Iversen, 1989), the Stockholm model (Langner and Rodhe, 1990), and
the LLNL model (Erickson et al., 1991; Walton et al., 1988)--to data collected
by the AEROCE, Global Precipitation Chemistry Project, and WATOX programs. In
particular, we compared values for two single months: January and July. First,
we examined the predictions for the deposition of S0, S04=, and S as given by
the three models. Second, we compared the model calculations to the actual
measurements of S04 concentrations in aerosol and wet deposition from Mace

Head (Ireland), Bermuda, and Barbados and in aerosol only from Tenerife (Spain).

These comparisons illustrated how these models simulated the sulfur cycle and
why there were differences in the results from these models. They also pro-

vided guides for new or improved measurement and modeling studies that would

further our understanding of the sulfur cycle.

3.1.1 The relevant model characteristics

The three models that we examined treated the physical and chemical proc-
esses differently. Two models, the Stockholm and LLNL, were climatological;
their meteorologies represented statistically typical Januarys or Julys.

Both had global domains. The third model, the Oslo model, used actual meteoro-
logical fields analyzed by the National Meteorological Center to simulate Janu-
ary and July,-1983. This model’s domain extended over most of the Northern
Hemisphere. Thus, although the Stockholm and LLNL models’ results were best
compared only to "average" or "typical" measurements, the Oslo model could

be compared to the specific data collected during the simulated time.

The sulfur-emission inventories in the models differed not only in their
total amounts but also in their distributions. The Oslo model’s emissions
included 60 Tg S yr-1 for the Northern Hemisphere from anthropogenic sources;
the global DMS source was 39 Tg S yr-l. The Stockholm model contained global
sulfur sources of 80 Tg S yr-1, 40 Tg S yr-1, 12 Tg S yr-1, 7 Tg S yr-1, and
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519 S yr-1 for fossil-fuel combustion, DMS emissions, volcanoes, biomass burn-
ing, and biogenic land sources, respectively. The LLNL model had a global
fossil-fuel source of 63 Tg S yr-1 and a natural DMS source of 15 Tg S yr-1,

Sulfur emissions and the subsequent chemical transformations also differed

between models. The Oslo model assumed that DMS was emitted in the form of

S0, although both the Stockholm and LLNL models .assumed that DMS was emitted
directly and then reacted with the hydroxyl radical OH. The Stockholm mode
prescribed 3-dimensional monthly mean OH fields calculated using the NOx-HC
chemistry in the MPI model. In the LLNL model, monthly mean OH fields were
prescribed based on results from the LLNL 2-dimensional model that had been
checked against the methyl-chloroform data.

Once the sulfur was emitted, the Oslo model assumed that the SO was trans-
formed to SO4= at a Tinear rate that was a function of latitude and season in
accordance with the atmosphere’s photochemical activity; the rate ranged from
6 x 107 s-1 to 4 x 1076 s-1. The LLNL model directly converted SOp to S04~
via a process that had an e-folding time of six days. The Stockholm model
converted SO» to SO4= through two different processes. In the first, OH react-
ed directly with SOp; thus, as concentrations of OH increased from winter to
summer, so should the amounts of SOp converted to S04~ in this process. In the
Stockholm model, SO, was also incorporated into clouds and then transformed to
S04=. This process, a function of height and latitude, was most important in
the lower troposphere; it had a minimum e-folding time of four days in the
tropics and midlatitudes.

The treatment of wet and dry deposition affected the results of our cage
study. The three models used similar dry-deposition velocitijes: 0.8 cm s-1
0.6 cm s-1, and 0.5 cm s-1 for SO and 0.1 cm s=1, 0.2 cm s-1, and 0.1 cm s-1
for S04~ in the Oslo, Stockholm, and LLNL models, respectively. (In the LLNL
model, the specified deposition velocities were multiplied by 1/2 to account
for a stable boundary layer at night.) A1l three models parameterized wet
deposition using scavenging ratios. The Oslo model contained both "in cloud”
and "sub-cloud" scavenging processes, each of which used a 3-dimensional
parameterization. The parameterization was based on empirically determined
scavenging ratios and was primarily dependent on the temporal and spatial dis-
tributions of precipitation. In the Stockholm model, wet deposition was also
calculated using empirically determined scavenging ratios together with zonally
averaged precipitation fields. Scavenging of SO and SO4= occurred in the LLNL
model at a vertical level, j, at a rate, r,

r=35ixPj, (1)

where P; was the precipitation rate in cm h-1 and Sj, the species scavenging
coefficient.
3.1.2 A comparison between the three models’ results

We examined the models’ results for January and July. Predicted distribu-
tions of particulate-sulfate concentrations in surface level air are shown in

Figure 14 (p. 37). (Please note that the surface level is different for each model

and refers to 250 m for the Stockholm model, the actual surface for the LLNL
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model, and 40 m for the Oslo model.) Figures 14A and B represent the clima-
tological distributions of particulate sulfate for typical January weather
according to the Stockhoim and LLNL models; Figure 14C depicts January, 1983,
as calculated by 0slo model.

The three models predicted quite similar sulfate-concentration patterns.
Maximum concentrations occurred over continental areas with a low concentration
band over the mid-Atlantic Ocean. Maximum concentrations were larger over
Europe than over North America because of larger fossil-fuel sulfur sources.
The Oslo model predicted higher maximum concentrations over Europe and North
America than did the Stockholm and LLNL models. Over central Europe, the posi-
tions of maximum air concentration corresponded to the maximum emission areas
for the Stockholm and 0slo models but they were displaced towards the north for
the LLNL model. ATl three models also predicted a trough of roughly 10-20 nmol
m-3 over the mid-Atlantic Ocean.

The climatological models (the Stockholm and LLNL models) showed smoother
gradients than did the Oslo model, which used meteorology for a specific month.
So, for example, the Oslo model showed a SW/NE tilt for the North American
contours that reflected the particular weather situation of January, 1983.

We compared the model calculations for surface air concentrations and wet
depositions for three selected areas: over North America, over the mid-Atlantic
Ocean (500N, 400W), and over Europe (Table 6). The selected continental points
represented the regions of maximum predicted concentration values. The point
over the mid-Atlantic was over the trough region where the influence of bio-
genic oceanic sources could have been more evident. :

The Oslo and Stockholm models predicted similar S02 concentrations. (The
RADM and STEM-II also predicted similar maximum S02 concentrations over North
America: roughly 250 nmol S m‘3.) The LLNL model’s predictions for S02 were
lower than those from the Oslo or Stockholm models. This might have been

Table 6.--Comparisons of SO, and S04= model results

Wet Deposition

Air Concentrations (nmol S m-3) (umol S m-2)
S02 v S04= S04=

StockhoIm LLNL Oslo Stockholm LLNL Oslo  Stockholm LLNL Oslo

North American Maximum

January 200-400 135 250-500 40-50 >40 100 1200 3000 1000-2500
July 200-300 >125 250 60 >40 100 1800 3200 2500
Mid-Atlantic Trough
January 15 2.4 10 15 15 15 700 200 400
July 15 4.0 15 20 10 15 700 100 300
European Maximum
January 750 260 500-750 >60 > 80 250 1800 2970 5000
July 400 320 500 150 >120 250 2700 3200 2800-5000

Source: Galloway et al., 1992
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partly because the LLNL model’s predictions were calculated for the surface
level but the Stockholm and Oslo models’ results were calculated for higher
levels (250 m and 40 m, respectively).

The three models showed a better agreement for S04~ in air. The concentra-
tions over the mid-Atlantic Ocean agreed particularly well. They were at least
one order of magnitude smaller than the maximum continental concentrations. For
the particular point selected in the table (50°N, 400W), the relative contribu-
tions of anthropogenic sources in relation to those of bjogenic sources were
estimated to be 50%.

The wet-deposition values depended strongly on precipitation fields. The
Stockholm and LLNL models considered climatological precipitation although the
Oslo model calculated its own precipitation from actual meteorclogical data.
Such different treatments of precipitation, a field characterized by its spa-
tial and temporal variabilities, could have accounted for part of the differ-
ences in the wet deposition shown by each model (for example, the Oslo mode
predicted higher deposition values over Europe than the Stockholm or LLNL model

did).

In general, the predicted distributions of sulfur concentrations and depo-
sition over the North Atlantic Ocean agreed fairly well between the models
except for S02, which had lower values in the results from the LLNL model
(Table 6). Additionally, the predictions from the Oslo model, which used
actual meteorology, were within the range defined by the climatological models.

3.1.3 Discussion of the measurements

An inherent problem that limits the usefulness of a mode1-measurement
comparison is the difficulty of relating a point measurement to the result of a
model presented as an areal average estimate. Implicit in the gridded model
output is spatial averaging, which is not directly comparable to a single meas-
ured value. In general, the fewer the measurements, the less representative
they are. These observations were temporally, and presumably spatially, highly
variable. Measurements from a longer record of observations would have provid-
ed more information about their context, e.g., whether they were average,
extreme, etc.

The reactive nitrogen case study was the worst equipped to deal with this
issue since the measurement data were only for a particular location and time.
No spatial or temporal averaging was possible.

Precipitation measurements from the official weather station on each
island provided our network observations of precipitation with climatological
contexts. We used these climatological data to extrapolate from a limited
number of measurements in the comparison of the modeled-versus-measured nss-
S04~ deposition discussed below.

We estimated the accumulated monthly nss-S04= deposition used in the com-
parison with the accumulated monthly deposition of the climatological (the LLNL
and Stockholm) models by multiplying the monthly volume-weighted average con-
centration of nss-sulfate by the climatological monthly precipitation. The
time periods covered 4/20/80-8/14/89 for Harbour Radio Tower, Bermuda; 11/16/
88-7/12/90 for Mace Head, Ireland; and 12/18/88-6/20/90 for Ragged Point,
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Barbados. The accumulated monthly deposition values based on the measurements
and those from each model for the grid cell containing each site are discussed
in the next section.

There was also a question about how representative the aerosol
concentrations were when compared with the model outputs. The actual
observations might have underestimated the reality. The aerosol samplers were
sector controlled to minimize the influence of local sources. At each AEROCE
site, when winds at tower height were blowing across an island, no aerosol
samples were taken. This reduced sample collection time to less than 100%. At
Barbados, winds were out of sector less than 10% of the time on average. How-
ever, at Mace Head and Bermuda, out-of-sector winds were more frequent and the
sector-controlled measurements were biased. Since tower-level winds at Mace
Head were not sampled when they came from the east (crossing Ireland), an
important fraction of aerosol-laden air masses from Europe could have been
missed. These exclusions of winds resulted in an aerosol signature that was
more representative of aerosol concentrations over the North Atlantic Ocean.
Since the models simulated all flow conditions, we had to consider the nss-S04=
aerosol observations at Mace Head reported in Table 7 as biased concentrations
that underestimated the real conditions for that site. Because of this prob-
lem, the AEROCE sampling protocol was changed; future measurements were to be
collected for both in-sector and out-of-sector wind flow. Similarly, the Ber-
muda measurements might have been biased. However, since the two measurement
sites were at opposite ends of the island (Harbour Radio Tower and Tudor Hill),
measurements could be corrected for the sector exclusion when comparing with
models.

3.1.4 A comparison between climatological model results and measurements
(nss-S04=) in aerosol.

Table 7 shows:model results and measurements of surface nss-S04= in air
for the stations included in this case study. When the months included in the
measured averages in Table 7 were considered, only Barbados had a record long
enough to compare with the model results. Predictions from the Stockholm model
were quite accurate in January and within a factor of 2 in July; however, those
from the LLNL model were a factor of 3 to 4 lower. A portion of the differ-
ences between the model estimates for Barbados could have been related to the
differences in the magnitude of the natural emissions, which were almost a
factor of 3 higher in the Stockholm model. About half of the nss S04= was
derived from marine DMS (Savoie et al., 1989). Also, the higher concentrations
predicted by the Stockholm model for Barbados in the summer were consistent
with increased reaction rates for SOp + OH because of the increased OH in the
summer. For the other stations with shorter records, the models predicted
concentration values that were generally within a factor of 2 of the measured
values, but this apparent agreement might have been fortuitous since all these
stations had records of less than two years.

Wet deposition of nss-504=.
Figures 15-17 show the results from the Stockholm and LLNL models versus
the measurements of wet deposition of nss-504= for Harbour Radio Tower, Ber-

muda; Mace Head, Ireland; and Ragged Point, Barbados. For the Bermuda station,
both models predicted values that were within a factor of 2 of the mean
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Table 7.--Climatological model results versus measurements of

aerosol nss-S04= concentrations (nmol m-3)

Measurements
Models Number of
Stockhoim  LLNL Mean + S.D. Range months
Mace Head, Ireland
January 25 . 26 40 m 1 (1989)
July 60 19 42 --- 1 (1989)
Harbour Radio Tower, Bermuda
January 34 18 23 --- 1 (1989)
July 34 11 31 19-44 2 (1988, 1989)
Barbados
January 15 3.5 17+ 5 --- 6 (1984-1989)
July 15 5.4 24 + 12 --- 6 (1984-1989)
Tenerife
January 15 5.4 9 3-15 2 (1988, 1989)
July 20 18.4 19 18-20 2 (1988, 1989)

Source: Galloway et al., 1992.

measured values although the Stockholm model predicted higher values than the
LLNL model. In Figure 15, one can see that the variability in the wet deposi-
tion produced in the Stockholm model was clearly weaker than that measured at
Bermuda. This may have been partially because zonally averaged precipitation
fields were used to calculate wet deposition. The comparisons with other sta-
tions (Figs. 16 and 17) were very tentative because of short sampling periods.
The observations covered less than two years, therefore they may have differed
significantly from a long-term mean. So, agreements between the models and the
observations that did not seem to be completely favorable at first glance may
have been caused by year-to-year variations in the data. As we discuss in a
later section, the wet deposition of NO3~ on Bermuda varied from year to year,
usually by at least a factor of 2 and by more than a factor of 4 for August.
Figure 16 shows that the LLNL model was high in January and Tow in July rela-
tive to the measurements; the Stockholm model was within a factor of 2 for most
months but was similarly high in January. If there had been substantial year-
to-year variations in the data, the agreement between the models and the data
could have been improved further (especially for months with large discrepan-
cies, such as January). Likewise, if the data 'in Figure 17 had shown similar
year-to-year variations, the agreement between the results from the Stockholm
model and the observations would have been much stronger (the LLNL had already
done fairly well for both January and July).

(502).

As shown in Table 6 (p. 41), the LLNL model predicted surface SOz con-
centrations in source regions that were about a factor of 2 to 4 lower than
the Stockholm model. Over the North Atlantic Ocean, the limited measurements
of SO, available were not long term. A comparison with the measured S02
concentrations reported in the literature (Warneck, 1988) showed a range of
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Figure 15.--Monthly nss-S04= wet deposition from the Stockholm model (open
circle), the LLNL model (dot in.open circle), and Harbour Radio Tower, Bermuda,
records based on collected storms from 1981-1989 (open star in solid circle)
(Galloway et al., 1992). '
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Figure 16.--Monthly nss-S04 wet deposition from the Stockholm model (open
circle), the LLNL model (dot in open circle), and Mace Head, Ireland, records
for November 16, 1988, to July 12, 1990 (open star in solid circle) (Galloway
et al., 1992).
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Figure 17.--Monthly nss-SO4 wet deposition from the Stockholm model (open
circle), the LLNL model (open circle with dot), and Ragged Point, Barbados,
records for December 18, 1988, to June 20, 1990 (open star in solid circle)
(Galloway et al., 1992).

1-4 nmol m-3 for limited sampling._During a cruise of the NOAA R/V Mt. Mitch-
ell, an average value of 2 nmol m-3 S0p was measured in the southeastern part
of the North Atlantic Ocean (Pszenny et al., 1990b). * The LLNL model’s results
for this region were close to the limited measured values although the Stock-
holm model’s results were a factor of 5 or more too high. Results from the
RADM and STEM II models were similar to the Stockholm model’s for the coast
along the northeastern United States but not for along the mid-Atlantic region.
These differences between the models might have been related to how efficiently
S0o was dry deposited and how quickly SOz was converted to SO4~. The LLNL
mode1 appeared to have a more efficient deposition process than did the Stock-
holm model. Additionally, the LLNL model’s concentrations were actually sur-
face-level guantities and the Stockholm model’s concentrations were calculated
for 250 m. Vertical profiles in the LLNL model showed an increase in height
for SO from 1000 mb to 900 mb. These differences, together with the differ-
ences in source strengths, might explain the discrepancies between the two

models.

3.1.6 Future work

This sulfur case study clearly i1lustrated how the measurement and model-
ing communities could help each other improve their understanding of the giobal
sulfur cycle. Below we detail the recommendations from the modelers to the
measurers, and vice-versa, as well as some resources modelers could provide one
another.

Temporally and spatially representative measurements were critically need-
ed to compare with results from the climatological models. As this study
showed, it was quite difficuit to compare a monthly output from a climatologi-
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cal model to a single month of measurements. It would have been a much more
valid comparison if we had been able to use data for a specific month collected
over five to ten years. This would have greatly reduced much of the influence
that the statistical outliers and extreme events had on the data. In contrast,
the episodic models required measurements that directly coincided with the
simulation periods. Long-term measurements would have helped to assess the

how representative the simulation period was.

A good spatially resolved network of measurements was also necessary. For
this case study, only one site had a long record of S04= aerosol concentrations
(Barbados) or deposition (Bermuda). At least three to five more stations with
Tong-term sampling records would have greatly assisted our model interpreta-
tions. When the models predicted 3-dimensional fields, 3-dimensional data
fields should have been used for the comparisons; for this, we would have need-
ed data on vertical profiles as well as surface measurements.

Additional information to characterize the situation in which the measure-
ments had been taken would also have helped us determine how representative the
measurements were. Future measurement data should include information about
averages, extremes, and pertinent meteorological information (such as the
length of an event, timing of a storm, etc.). If measurements are only taken
during specific time periods (for example, only when onshore winds are
blowing), the expected bias should be indicated.

Our study also showed that, in the future, modelers can provide useful
information to one another when the data are not available. For example, the
S0z concentration fields predicted by the Stockholm and Oslo models differed
significantly from those predicted by the LLNL model. Clearly, SO2 should have
been spatially and temporally sampled over both the ocean and source regions.
However, with only limited SOz measurements, the analyses of concentrations
predicted by the episodic Oslo model combined with those of the regional models
(STEM and RADM) provided useful information about probable S02 fields. These
bridges between regional and global models and between climatological and epi-
sodic models should be increasingly valuable. Future discussions about emis-
sion inventories, treatments of chemical and physical processes, definitions of
such terms as surface level, and the resulting predictions will greatly aid
modelers in interpreting their results.

Another category of recommendations we discussed were those concerning the
assistance that modelers could provide measurers. An average of model runs
(i.e., the average of ten different runs for a January model scenario) would
have provided an excellent comparison to measurements that had also been
averaged for the same month from different years (e.g., ten different
Januaries). Modelers could also provide guidance on where to locate sampling
stations. For example, in the sulfur study, all the models predicted a
"trough” in the mid-Atlantic Ocean where the concentrations were minimal.
Because the conditions there were far removed from any anthropogenic sources,
the area could be a valuable location for remote sampling.

Finally, in the future, measurers and modelers need to inform each other
about the temporal and spatial resolutions and the how representative their
measurements or model outputs are. Besides averages, useful comparisons can be
made as distributions of quantities, such as fluxes and precipitation, by both
modelers and measurers.
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3.2 The Current Model Treatment of Marine DMS

The ocean, through the sea-to-air flux of DMS, is a significant source of
sulfur to the atmosphere of the North Atlantic Ocean. This is particularly
important in the remote regions of the North Atlantic where the influence of
S0» emissions from the burning of fossil fuels is minimal.

Many models had been constructed to facilitate our understanding of how
sulfur cycles in the atmosphere of the North Atlantic Ocean. These models
needed to parameterize the fluxes of marine biogenic sulfur as DMS at their
lower boundaries as well as the anthropogenic sources of sulfur from continen-
tal regions. Our group, consisting of people who measured sulfur gases, exam-
ined how current atmospheric models were treating marine DMS emissions. We
also made several recommendations about how we believed DMS emissions should be
modeled.

3.2.1 The Oslo model

The Oslo group used two approaches to incorporate marine DMS into their
model: both methods were based on a global flux of 39 Tg S yr'l (Andreae and
Raemdonck, 1983). Contributions of the North Atlantic to this flux were propor-
tioned on a global-ocean-area basis. This area was corrected for ice coverage,
but there was no parameterization for seasonal variations in DMS emissions.
Method 1 distributed DMS emissjons homogeneously over the polar stereographic
grid (8 ktonnes S grid square-1 yr-1). "Method 2 attempted to differentiate
between bioproductivity regions (i.e., open ocean, Zero flux, and_coast), the
Gulf Stream, and the Sargasso Sea (12 ktonnes S grid square'1 yr'l).

3.2.2 The LLNL model

The LLNL model parameterized fluxes based on a relationship between daily
solar radiation reaching the ocean surface and the surface fluxes of DMS re-
ported by Bates et al. (1987). This relationship was determined from measured
DMS concentrations from which a flux was calculated as determined below (Equa-
tion 2) and the daily solar radiation taken from the Smithsonian Meteorological
Tables. The LLNL model used this relationship .and the sunlight at each grid
point as determined by the CCM-1 to prescribe the DMS ‘flux at :each grid point.
The flux parameterization is described in detail by Erickson -et al. (1990).

3.2.3 The RADM

The current RADM did not incorporate marine DMS emissions into its lower
layer. ‘
3.2.4 The Stockholm model

In this model, the global flux of DMS was taken to be 40 Tg S yr-1
(Andreae, 1986). The Stockholm group assumed a latitudinal dependence of DMS

emissions according to the data of Bates et al. (1987) and differentiated
between winter and summer seasons.
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3.2.5 The air-sea transfer of gases

The flux of gases across an air-sea interface driven by the supersatura-
tion of a species in one phase was given by:

F = Vp(Cg/H - Cy) (2)

where Vp, was the piston or exchange velocity; Cg, the concentration in air; H,
Henry’s Law constant of gas in seawater; and Cw> the concentration in water.

In the special case of DMS, Cg/H << Cy so that
F=-VpxCy. (3)

The piston velocity, Vp, was generally parameterized as a function of the dif-
fusivity, D, of the individual gas; wind speed, u; and seawater temperature, T.
The diffusivity of DMS is estimated by Bates et al. (1987) and Andreae (1986).
We used the dependence of V, on wind speed from Liss and Merlivat (1986) (Fig.
18) based on various field data and experiments as the current best estimate.
(Recent SF6 tracer experiments lent further support to this relationship [P.
Liss; Environmental Sciences School, University of East Anglia, Norwich NR4
7Td, England; personal communication, 1990]).

Figure 18.--Oceanic
measurements of Tliquid-

Beanfort phase gas transfer veloc-
40 2,3 4 5 6 .7 ity (vp) plotted as a
function of wind speed
/ measured at a height of
35 / 410 10.m and the correspond-
_ Papa ing Beaufort scale num-
| Geosecs ber. The dotted line
_ 30 winter represents predictions
= /liasn O 18 based on the Deacon
£ o5 C smooth surface model;
A ] / O Geoses = gashed h‘ne& the resglts
2 - 2] or intermediate win
g 20 Lab“/ Natural / mfr -6 :‘c‘i speeds from wind-tunnel
£, / UO“Cmean S studies;full Tine is the
5 - three-phase relationship
b based on lake studies
g -4 extrapolated using infor-
= mation from models and

wind-tunnel experiments.
Equations for the three
phases for a gas with SC
= 600 and at 200 are: Vp
0.17u for u <3.6; Vp =
| 0 2.854 -9.65 for 3.6 < u >
0 5 10 15 13; Vg ? 5.9 1 - 49.3 for
. m s i > 13 (Liss and Merli-
Wind speed (m s7) vat, 1986).
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Equation 3 could be used to calculate a local flux if both Cw and wind
speed were measured. The climatological models required, however, long-term
average fluxes that could only be calculated if Cw was independent of wind
speed. Leck and Rodhe (1991) find no systematic correlation between Cw and
meteorology, implying that Cw may be controlled by biological processes the
rate terms of which are poorly known. High winds might also have driven down
Cw so that Vp and Cw were anticorrelated, making the product of the means less
then the mean of the products. Limited data from one episode showed that,
following a high wind lasting about 24 hours, Cw decreased by about 20% (S.
Turner; Environmental Sciences School, University of East Anglia, Norwich NR4
7TJ, England; personal communication, 1990).

Figure 19 illustrates a "paper exercise" to demonstrate how sensitive the
flux calculation could be with regard to the value of the wind speed used in
determining the piston velocity. Figure 19A describes the hypothetical wind
regimes for February to October that we used to calculate a piston velocity for

A

<3 6

g{;4_ \/

&,

N
B

DMS concentration
(nmol L)

Sulfur flux

Figure 19.--(A) Wind speeds, (B) DMS
concentrations, and (C) sulfur fluxes
from two hypothetical stations (dotted
line, dashed line) in proximity to one
another for February to October.
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each month according to Liss and Merlivat (1986). We made no corrections for
changes in the diffusiveness of DMS with water temperature but this did not
significantly influence the calculated fluxes. The DMS concentrations in sur-
face water at two geographically close stations with very different hydrologies
in Figure 19B were based on real data. Applying the piston velocities to these
concentrations resulted in the fluxes depicted in Figure 19C. This shows that
a factor-of-5 difference in the measured concentrations in May and in July
could still result in equal fluxes with only a doubling of wind speed. In this
case, the calculation was particularly sensitive because the May winds repre-
sented a theoretically smooth surface regime and those in July, a rough surface
regime.

3.2.6 The available data

DMS concentrations are highly variable in both time and space (Andreae
and Raemdonck, 1983). Correlations of DMS surface-water concentrations with
chlorophy11 or primary productivity are so weak that variations in chlorophyl1
account for only 30% of the variations of DMS (i.e., the production of DMS by
phytoplankton is strongly species-specific) (Andreae, 1986). DMS has a strong
seasonal cycle with maximum concentrations in the summer season and relative
changes of factors of 2 to 4 (Bates et al., 1987). Turner et al. (1988) report
a difference of up to a factor of 55 between winter and summer DMS concentra-
tions in the nearshore waters of the European shelf and Leck and Rodhe (1991)
report a seasonal factor of 100 in the surface waters of the brackish Baltic
Sea.

Measurements of surface-layer DMS in the North Atlantic Ocean were sparse
in both geographical and seasonal coverage. Although some authors had reported
fluxes as well as concentrations, only the concentrations had been measured.
These combined with either measured or climatological winds were used to derive
fluxes. Because of the different parameterizations of Vp as a function of wind
speed as well as the lack of fluxes reported for some data sets, we chose to
review only concentrations. Since fluxes were being "modeled," we recommend-
ed that the modelers explicitly incorporate the flux parameterizations into
their models using mean oceanic concentrations and winds appropriate to their
models.

Both the climatological and episodic models of the transport and deposi-
tion of sulfur in the North Atlantic Ocean’s atmosphere required seasonally
resolved DMS input fluxes at their lower boundary. Since shelf and coastal
regions are generally more productive than open-ocean waters, we compiled data
sets for each. Also, because of the high natural variability of DMS in coastal
regions, we included coastal data from both the Atlantic and Pacific Oceans.

3.2.7 Data interpretation

As a basis for calculating open-ocean fluxes, we constructed the best-
estimate seasonal cycles of Cw shown in Figure 20 from the data in Table 8.
This shows the maximum, minimum, and mean concentrations for different times of
the year with peaks in the spring and possibly autumn, a pattern also seen in
other data sets. We used this limited data set to construct a best-estimate
curve for the seasonal variations of DMS concentrations. The impact of high
DMS concentrations was minimized because they were highly transient and
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maintained for only a few days or weeks over small areas. We had insufficient
data to infer any latitudinal variations but the Pacific data from Bates et al.
(1987) suggest increasing seasonal differences with increasing latitude.

Hence, the curve in Figure 20A probably represented an average seasonal ampli-
tude for the region between 100 and 570N. Particular care should be exercised
in interpreting the curve for winter months as there were no data and low DMS
concentrations could still have supported significant fluxes if high wind
speeds were used to calculate piston velocities (see Fig. 19 and discussion).

The shelf and coastal data from Table 8 are depicted in Figure 20B, which
again indicates a spring peak. A comparison of Figures 20A and B shows that
the ranges of DMS concentrations in nearshore waters in spring/summer could be
far greater than in the open ocean. As in Figure 20A, we constructed a best-
estimate curve but the majority of the data were from approximately 500N and
might have considerably biased the average. Any attempt to generalize for
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Table 8.--DMS concentrations in the surface waters of the open Atlantic Ocean
and the Atlantic and Pacific Oceans’ coastal and shelf areas (nmol S L-1)

Date Concentration* Location Author
Open Atlantic Ocean
Feb 02-13 0.7 (141) 24-400N, 700W Berresheim et al., 1991
Apr 05-07 1.3 (6) 10-200N, 300W Burgermeister et al., 1990
07-09 1.2 (9) 20-300N, 300W Burgermeister et al., 1990
09-12 1.8 (10) 30-400N, 300W Burgermeister et al., 1990
4.7 (73) 40-490N, 22-700W Burgermeister et al., 1990
26-30 3.0 40-470N, 22-430W Church et al., 1991
28-May 01 3.7 (47) 24-400N, 700W Berresheim et al., 1991
2-4 (12) 41-480N, 42-690W Church et al., 1991
May 01-09 4-8 (12) 400N, 57-450W Church et al., 1991
Jun 10-11 1.4 (4) SE of Bermuda John Dacey, 1990%%*
Sep 04-06 4.1 (50) 25-400N, 700W ‘Berresheim, 1987 **
19-26 1.0 (22) 17-440N, 30-130y Staubes et al., 1990
26-30 0.8 (12) 170N-30S, 300 Staubes et al., 1990
30-0ct 09 2.5 (6) ca. 300N, 75-800W Berresheim, 1987*%*
Oct 12-26 3.1 (17) Tropical Bingemer, 1984
12-26 2.1 (44) Temperate Bingemer, 1984
Atlantic and Pacific Ocean’s coastal and shelf areas
Feb 03-06 2.1 (81) 25-400N, 75-800W - Berresheim et al., 1991
0.7 (24) 32-490N, US West
Coast Bates et al., 1987
Apr 16-17 4.8 (6) British Channel Burgermeister et al., 1990
23-26 1.9 (67) 25-400N, 75-800W Berresheim et al., 1991
May 2.1 (243) 32-490N, US West
: Coast ' Bates et al., 1987
Jul 6.8 North Sea Turner et al., 1988
2.5 (30) North Sea Leck and Rodhe, 1991
Aug 2.3 US West Coast Andreae, 1986
Sep 07-13 3.4 (37) 25-400N, 75-800W Berresheim et al., 1991
Oct 3.5 (2) 25-300N, 809W Berresheim et al., 1991
08-11 7.7 (15) North Sea Channel Barnard et al., 1982

*Numbers in parentheses are numbers of samples taken.

**J. Dacey; Woods Hole Oceanographic Institution, Woods Hole, MA 02543;
personal communication, 1990; H. Berresheim; School of Earth and Atmospheric
Sciences, Georgia Institute of Technology, Atlanta, GA 30332; personal

communications, 1990.
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nearshore waters was necessarily more hazardous than to do so for the open
ocean since DMS production is very locally influenced (e.g., nutrients, salin-
ity, stratification, etc.). As for the open ocean, data for the winter months
were very limited and latitudinal variations in DMS production might have been
highly significant.

The global models were not very significantly effected by coastal emis-
sions because coastal areas are considerably smaller than open-ocean areas.
Regional models or areas, such as Northern Europe, however, could have been
significantly influenced by coastal DMS emissions.

3.2.8 Recommendations

Except for the data of Berresheim et al. (1991), too few data existed to
resolve satisfactorily the seasonal variations in DMS for the North Atlantic
Ocean; data from the central North Atlantic Ocean were also extremely sparse.
More DMS measurements need to be taken in the future to characterize seasonal
cycles. Future measurements should also be taken in the central North Atlantic
Ocean over several seasons to determine if DMS fluxes are similar to Pacific
fluxes and if the extrapolation of Pacific data is reasonable.

The covariance of oceanic DMS concentrations and piston velocities (i.e.,
wind speed) should be determined to test the validity of using Equation 3 to
calculate mean fluxes from mean Cw multiplied by a Vp determined from climato-
logical wind speed.

In conclusion, although this attempt to estimate seasonal cycles for DMS
in the North Atlantic Ocean was very 1imited, it was apparent that some attempt
had to be made to improve the information available to the modeling community.

3.3 The Nitrate Comparison

3.3.1 Introduction

This case study compared predicted and measured surface distributions and
deposition fluxes of reactive nitrogen compounds (primarily nitrate) in the
North Atlantic basin. Because multiyear time-series information was available
for wet deposition at Bermuda and for surface aerosol concentrations at Barba-
dos, we used these data to provide a context within which we compared predic-
tions from the climatological models. Variations on monthly, seasonal, and
annual time scales were examined. We also compared model results with both
aerosol and wet-deposition data from Mace Head, Ireland. Although only one
year of data was available for Mace Head, the results from this station provid-
ed a different perspective because of its location at a high latitude and
close to the European continent. :

The three climatological models used in this study were the LLNL model
(Penner et al., 1990, 1991a), the MPI model (Feichter and Crutzen, 1990; 7Zimmer-
mann, 1987; Zimmermann et al., 1989), and the GFDL model (Levy and Moxim,
1989b). As noted before, the models differed in their spatial resolutions and
meteorology as well as in their parameterizations of wet- and dry-removal proc-
esses. Model similarities and differences pertinent to this case study are
discussed in this section.
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Table 9.--Sources of the reactive nitrogen treated in the models (Tg N yr'l)

LLNL MPI GFDL
Seasonal Seasonal Seasonal
Strength variation Strength variation Strength variation

Fossil-fuel

combustion 22 No 20 No 21 No
Biomass burning 6 No 5 Yes 8 Yes
Biogenic soil

emissions 10 Yes 10 Yes -- n/a
Lightning 6 Yes 5 Yes -- n/a
Stratospheric

injection 1 No -- n/a -- n/a

Source: Galloway et al., 1992

The LLNL and MPI models included chemical reaction schemes to partition
reactive nitrogen (NOy) into HNO3 and NOy; the GFDL model transported NOy as a
single species and asSumed a partitioning of NOy based on the available data to
assign dry-deposition velocities over land and ocean. The reaction scheme in
the LLNL model was simplified by incorporating only the major reactions between
NOy and HNO3 and by assuming latitudinally averaged OH concentrations and pho-
tolysis rates. The MPI model’s chemistry was more complete and calculated OH
concentrations using a CHg, CO, and NOy reaction scheme. In this sense, the
MPI model was more like the Harvard one although it did not yet include PAN.
Total NOy was predicted by the GFDL model whereas for the LLNL and MPI models
we used the predicted HNO3 concentrations. Since none of the models treated
particulate-phase nitrate separately, in this comparison we assumed that the
predicted HNO3 could be compared with the concentrations of nitrate collected
at the measurement sites despite the fact that the latter included a combina-
tion of gas- and particulate-phase nitrate.

The sources of reactive nitrogen and the deposition velocities used in
each model are listed in Tables 9 and 10, respectively. The GFDL model’s
simulations included only sources from fossil-fuel combustion and biomass burn-
ing although the LLNL and MPI models’ simulations also included natural
sources. The globally averaged source strength for each source type was approx-
imately the same for these simulations although the distribution of the sources

Table 10.—-Déposition velocities of reactive nitrogen
used in the models (cm s-1)

MPI GFDL
LLNL Land Sea Land Sea
NO 0.05 0.0 0.0
NO2 0.25 1.0 0.1
HNO3 0.5 1.0 2.0
NOy 0.3 0.1

Source: Galloway et al., 1992
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within each model might have differed somewhat. Because the assumed partition-
ing for the GFDL model was developed from the partitioning observed over land
(where NOy concentrations are larger than HNO3 concentrations), the deposition
velocities used in this model and in the LLNL and MPI models should have been
quite similar over the source regions. However, the different deposition
velocities we used for HNO3 over the sea were expected to lead to differences
in the removal rates over the Atlantic.

The meteorology used in each model was developed from quite different
sources. The LLNL model was driven by wind and precipitation fields derived
from the NCAR CCM general-circulation model (Pitcher et al., 1983). The GFDL
model used fields from the GFDL ZODIAC/GASP general-circulation model (Manabe
and Holloway, 1975; Manabe et al., 1974). The MPI model, on the other hand,
used observed but monthly averaged winds (Oort, 1983) and monthly averaged
precipitation rates (Jaeger, 1983). The fields from each of the general circu-
lation models were compared with observed climatological winds and were in
general agreement with these observations (e.g., Manabe and Holloway, 1975;
Manabe et al., 1974; Pitcher et al., 1983); however, we did not compare the
wind fields and precipitation patterns in detail and expected that there might
have been significant differences that impacted upon the predicted concentra-
tion and wet-deposition fields.

The data used in this case study included results from aerosol and wet-
deposition samples. The aerosol samples were collected daily on 20 cm x 25 cm
Whatman 41 filters at a rate of approximately 1 m3 min-! during onshore wind
conditions. (As noted below, model results were not selected on the basis of
wind direction; this could have introduced some uncertainty into the analyses.)
The samplers were on the climatologically determined windward shores of the
coastal sites. The filters were mounted on towers 16-20 m above ground level
(except at Mace Head from August, 1988, to June, 1989, when the filter was at a
nominal 2 m above ground level). Cellulose filters, such as the Whatman-41, do
not normally adsorb gas-phase HNO3; however, the collection efficiency for HNO3
was expected to increase progressively as the sea-salt concentration built up
on the filter. Consequently, the nitrate data reported for these filters was
regarded at a minimum as nitrate aerosol and at a maximum as total nitrate
(i.e., aerosol nitrate and HNO3). The measurements of HNO3 in the marine
boundary layer yielded highly variable results but the mean ratio of HNO3 to
nitrate appeared to be about 0.3 or less based on recent unpublished data pre-
sented at this meeting and on earlier works reported in the literature (Hue-
bert, 1988; Savoie and Prospero, 1982). Thus variabilities in the collection
efficiency of HNO3 by the Whatman-41 should not have greatly affected the
nitrate-data values we used. We did not expect any significant concentrations
of PAN in the marine boundary layer at these sites although this conclusion
seemed at odds with the WATOX data reported in the reaction-nitrogen case study
for the Bermuda site (see Section 3.4). The concentrations of nitrate were
invariably much higher than the blank levels and the analytical sensitivity.

Precipitation samples were collected daily with an automated wet-only
collector at Mace Head, Ireland, and one at Barbados, both AEROCE sites. The
altitudes of the collectors were the same as for the aerosol samplers discussed
above (i.e., 16-20 m above ground level). However, unlike the aerosol samplers,
the precipitation collectors were not sectored but operated independently of
surface wind direction. At Bermuda, because of the nine-year record provided by
WATOX, we used the data from Harbour Radio Tower on the northeastern portion of
the island. Details on collection and analytical techniques are summarized by
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Galloway et al. (1989). The precipitation samples were collected from December
18, 1988, to June 30, 1990, at Ragged Point, Barbados; from April 20, 1980, to
August 14, 1989, at Harbour Radio Tower, Bermuda; and from November 16, 1988,

to July 12, 1990, at Mace Head, Ireland.

3.3.2 Results of the comparisons
Barbados: Nitrate concentrations in aerosols by year, 1984-1989.

Data used for this comparison were obtained from daily filter samples
coliected from 1984 to 1989. Because of the strong trade-wind regime, winds
were in the sampling sector over 90% of the time.

Measured monthly mean concentrations ranged from 2.86-16.3 nmol m-3
(Fig. 21). In some months there was considerable variability from year to
year. Maximum concentrations were in April, May, and June; concentrations
tended to be most variable during this time but concentrations measured in
January through March were also quite variable. Concentrations tended to be
least variable during August through December, especially during August and

September.
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Figure 21.--Mean monthly aerosol nitrate concentrations from Ragged Point,
Barbados, over six years (1984, X in open circle; 1985, open triangle; 1986,
solid diamond; 1987, open diamond; 1988, solid triangle; and 1989, stippled
square) compared to nitrate concentrations predicted by the MPI (dashed line,
open square), GFDL (heavy line, solid square), and LLNL (dot in open circle)

models (Galloway et al., 1992).
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Previous studies by Savoie et al. (1989) suggest that more than half the
nitrate aerosol is derived from anthropogenic sources; lead-isotope studies by
Hamelin et al. (1989)) indicate that European Sources play a significant role
in this regard. The ratio of nitrate to nss-sulfate is very high during the
winter and early spring; along with other evidence, this suggests that biomass
burning could be a major source. The seasonality is consistent with the burn-
ing cycle in Africa (Delmas, 1982).

For the GFDL model, the simulated yearly average concentration of total
reactive nitrogen (NOy) was about 30% less than the yearly average concentra-
tion when all observa{ions were considered. Although the simulated seasonal
cycle agreed reasonably well with observations from 1986 and 1988, it under-
estimated the late spring maximum seen in the observations and generated an
annual maximum in the fall. The differences could have been partially due to
the GFDL model’s omission of the lightning source and soil biogenic emissions.

The LLNL model results for Barbados yielded means for January and July
that were about 30% lower than the measured values for these months. July
concentrations were slightly higher than January values because of both larger
OH concentrations (which converted NOy to HNO3 in the model) and larger sources
in the Northern Hemisphere. (The model had both higher Tightning and higher
soil-microbial sources during this summer.) However, the model results fell
within the range of the measured concentrations. Because this model tried to
describe all sources of reactive nitrogen, its predicted concentrations should
have been close to those measured. The model concentrations would have been
higher if, for example, larger lightning sources had been used (Penner et al.,
1991a).

The MPI model’s results were generally in the envelope formed by all the
individual years of data. A significant feature of the MPI model’s simulation
was a strong maximum in spring although the simulated maximum in March was one
to three months before the observed maximum. The MPI model’s simulation gener-
ated a minimum in September that was not evident in the real data. Compared to
individual years of data, the model simulated a large annual cycle but the
month-to-month changes in the model were relatively gradual. The annual cycle
range was similar to that for the GFDL model.

Most differences in the model-predicted results might have been rational-
jzed by the differences in the sources included in each model and the
deposition velocities used. The GFDL and MPI models’ simulations yielded large
month-to-month and annual variations that were broadly consistent with the
measurements. However, substantial disagreements pointed to the need for more
detailed analyses. In particular, it would have been desirable to compare the
meteorology used for the predictions with that associated with any particular
year’s data in order to assess the factors that contributed to any agreement or
to the lack thereof.

Bermuda: Nitrate wet deposition by year, 1980-1989.
Monthly wet-deposition data for nitrate at Harbour Radio Tower, Bermuda,
were available for May, 1980, through August, 1989. The data for 1982-1984 and

1988 were compared to estimates from the MPI, GFDL, and LLNL models (Fig. 22).
The wet-deposition rates were calculated using monthly volume-weighted average
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Figure 22.--Mean monthly wet deposition of nitrate from Harbour Radio Tower,
Bermuda, over four years (1982, open star; 1983, asterisk; 1984, X in circle;
and 1988, solid triangle) compared to predictions from the MPI (dashed Tine,
open square), GFDL (heavy line, solid square), and LLNL (dot in open circle)
models (Galloway et al., 1992).

concentrations (sampling and analytical techniques are given in Galloway et

al., 1989) and the total amount of precipitation measured at the U. S. Naval
Air Station, which is 2 km from the precipitation-collection site. Over the
year, the wet-deposition rates varied from 0.1-2.4 mmol m-2 mo-1.

The yearly wet deposition simulated by the GFDL model was 20% less than
that observed for Bermuda and the missing Tightning source was not expected to
make up the difference. Both the observed and the model time series were high-
1y variable and neither appeared to have a strong seasonal signal. However,
except in June, model deposition values for spring and summer were generally
less than observed deposition values.

The average wet-deposition value for July from the LLNL model was remark-
ably close to that from the GFDL model. The LLNL model’s predicted deposition
for January was very close to the measured mean value for the same month but
the predicted value for July was lower than the measured values for most years
for which we had data. Again, the LLNL model predicted 1ittle variation
between winter and summer seasons. The similarity between the LLNL and GFDL
models’ predictions of deposition was consistent with the agreements in the
predicted surface concentrations of HNO3 and NOy in air from these two models,
respectively. These agreements were somewhat surprising because the LLNL model
included lightning and soil-microbial sources as well as the fossil-fuel and
biomass sources that were incorporated in the GFDL model. In the LLNL model’s
simulations, fossil-fuel sources provided only about 50% of the calculated
concentrations in winter and 70% of the concentrations in summer. In fact,
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when both models were run with only fossil-fuel sources, they differed in pre-
dicted concentrations by about a factor of 2 at this site. This was a serious
discrepancy that needed to be resolved. -

The MPI model broadly reproduced the pattern of the wet-deposition data.
Both in the model simulation and the data, there were maxima in early spring,
in mid-summer, and in December with a corresponding minima between the peaks.
However, on a year-to-year basis, the data showed great variability. On the
other hand, the modeled concentrations were slightly high, the month-to-month
changes in the model were smoother than in the data, and the amplitude of the
yearly cycle was smaller in the model than was observed for any given year.

In summary, the various models’ predictions for deposition at Bermuda

agreed well. This was surprising because the predicted concentrations in the sur-

face air at this site varied by about a factor of 2. This agreement might have
occurred because the predicted wet deposition resulted from a process that
occurs throughout the tropospheric column and depended on predicted precipita-
tion as well as concentrations. The model predictions were quite close to the
measured deposition, particularly in months where the observed variability was
low; the predictions in general appeared low in months where the observed var-
jability was high. The measured high concentrations may have been caused by a
few intense events (which would be difficult to reproduce with a large-scale
climatological model) or there may have been an "island effect" not represented
in the models that enhanced precipitation.

Mace Head: A comparison of nitrate concentrations and deposition

Although there was only one year of data available from the Mace Head
site, we tried a comparison. Figure 23 shows a plot of the observed versus the
mode1-predicted NO3~ wet-deposition values at Mace Head. Figure 24 shows a
plot of the observed versus model-predicted, monthly averaged, aerosol NO3~
concentrations at Mace Head.

The aerosol sampler at Mace Head was on the west coast of Ireland (about
75 km northwest of Galway) and was activated only when the winds were from the
west. This was a problem for us when we compared the data to the model results
because the model results had not been sorted according to wind direction
(except as noted below). Because of the wind climatology, the sampler was
active only about 50% of the time. Nonetheless, useful samples were obtained
on 19-27 days of every month except November and December, at which time sam-
ples were obtained on only 8 and 11 days, respectively. Thus, there was a pos-
sibility of significant biasing when the model results were compared with the
data from these two months, especially when one considered that out-of-sector
winds (i.e., winds from the east) might have carried high concentrations of
pollutants from Europe. However, as our comparisons showed, this did not
appear to have been the case.

The monthly mean aergsol nitrate concentrations at Mace Head varied over a
wide range, <1-43 nmol m™2 (see Fig. 24). Highest concentrations were during
the late spring and summer. Concentrations were very low during the late fall
and winter, even lower than those at Bermuda or Barbados.

At Mace Head, NO3~ deposition values varied from 0.3 to 1.3 mmol m-2 mo-!

with no pronounced seasonal signal (Fig. 23). (The climatically weighted data
did show a strong signal.) This lack of a seasonal pattern differed from what

60




1.4

NO; (mmol m2mc¢?

) v T T T T T L T T T L
Jan. Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Figure 23.--The mean monthly wet deposition of nitrate (open star in closed

circle) measured at Mace Head, Ireland, from November 16, 1988, to July 12,

1990, compared to predictions from three models: the MPI model (dashed tine,
open square), the GFDL model (heavy line, solid square), and the LLNL model

(dot in open circlie) (Galloway et al., 1992).
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Figure 24.--Mean monthly aerosol nitrate concentrations (open X in solid
square) measured at Mace Head, Ireland, in 1989 compared to predictions from
three models: the MPI (dashed Tine, open square), the GFDL (heavy line, solid
square), and the LLNL (dot in open circle) (Galloway et al., 1992).
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Table 11.--Variabilities of NO3~ concentrations in aerosols and precipitation
at Ragged Point, Barbados, and Mace Head, Ireland

c r r/c 5 §/c
Barbados aerosol concentrations (nmol m-3)
Data
5-year
averages 8.4 5.2 0.62 1.59 0.19
1985 7.8 8.4 1.09 2.39 0.31
1986 6.3 5.8 0.92 1.81 0.29
1987 9.8 8.4 0.85 2.31 0.24
1988 6.7 7.5 1.12 2.42 0.36
1989 10.2 9.3 0.92 2.73 0.27
Model
GFDL 5.9 8.0 1.35 2.23 0.38
MPI 7.5 9.0 1.20 2.51 0.35
Barbados wet deposition (umol m~2 mo~1)
Data
1989 0.45 0.93 2.09 0.26 0.59
Model
GFDL 0.048 0.09 1.89 0.037 0.78
MPI 0.18 0.16 0.89 0.049 0.27
Mace Head aerosol concentrations (nmol m-3)
Data
1989 11.2 41.3 © 3.69 11.7 1.05
Model
GFDL 27.1 57.3 2.11 19.2 0.71
MPI 28.9 37.3 1.29 15.1 0.52
Mace Head wet deposition (umol m~2 mo-1)
Data
1989 0.57 1.07 1.88 0.37 0.66
Model
GFDL 0.45 0.78 1.74 0.21 0.48
MPI 0.50 0.30 0.60 0.11 0.22

Source: Galloway et al., 1992

was observed for aerosols (Fig. 24) possibly because of the impact of seasonal
variations of precipitation amounts on NO3--deposition rates and the scavenging
of gas-phase nitrogen compounds by the precipitation.

The yearly average deposition obtained with the GFDL model and the meas-
ured yearly total wet deposition agreed reasonably well, within 25% (Table 11)
(W. Moxim; Geophysical Fluid Dynamics Laboratory, Princeton University,
Princeton, NJ 08520; personal communication, 1990). There was qualitative
agreement (within a factor of 2) between the GFDL model’s time series and the
observed surface nitrate concentrations. The GFDL model’s deposition time
series were highly variable and entirely out of phase with the data (Fig. 23).
To remain compatible with the sector-selected concentration data, we used the
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model surface concentrations for the grid box to the west of the box that con-
tained both Mace Head and a portion of the Irish fossil-fuel emissions. The
results were still overestimates since the model concentrations were

selected for all wind directions.

The LLNL model’s results for the aerosol nitrate concentrations at Mace
Head were significantly higher for July than for January; these results agreed
quite well (within 50%) with the measured values. At this latitude, the dif-
ferences in the prescribed OH concentrations in the model in January and July
might have accounted for the predicted seasonal variation.

Despite the differences in the predicted concentrations for the aerosol
nitrate for January and July in the LLNL model, the predicted depositions for
these two months were nearly the same. Apparently the model-predicted rainfall
during July was somewhat lower than that predicted for January. The model
results appeared to agree well with the measured monthly averaged deposition
data for January but was significantly lower than the measured deposition for
July. In view of the high month-to-month variability in the data at Mace Head,
more information was needed to demonstrate that the model predictions differed
significantly from the measurements.

Monthly aerosol concentrations simulated by the MPI model consistently
exceeded observed values from Mace Head, probably for two reasons: 1) a 10-
degree spatial resolution was inadequate for a station close to but normally
upwind of a major source region; 2) in the model, pollution that moved from the
east to Mace Head could not be filtered out because monthly average winds were
used and wind fluctuations on time scales of less than a month were represented
by horizontal diffusion. Of the four comparisons discussed here between
observed and MPI-model-simulated nitrogen-containing species at AEROCE sites,
this was probably the only significant bias in the simulations. The data had a
spring-summer maximum, which the model also clearly showed; however, the late-
summer, monthly mean values from the MPI model were as much as ten times
greater than the measured values. As mentioned above, this may have been due
to the large grids used in the MPI model and the resultant amount of diffusion.
The annual average nitrate deposition simulated by the MPI model was roughly
about equal to the observed annual average value but the month-to-month varia-
tions were clearly much smaller than the month-to-month variations in a single
year of data. The model produced a very weak summer maximum but the variabili-

%iesdin the measured values were so great that we could not find a seasonal
rend.

In summary, the mode] results for nitrate concentrations at Mace Head
agreed reasonably well (within a factor of 2-3) with the measured aerosol
nitrate concentrations (Table 11). The NO concentrations predicted by the
GEDL model would have been lower by approximately 25% if the deposition veloci-
ties had been similar to those used in the LLNL model. Since the ratio of pre-
d1ctgd nitrate to NOy in the LLNL model was about 1:2, a similar scaling
applied to the GFDL model’s NOy results should have brought the LLNL and GFDL
modg1s’ predictions into closer agreement. No model result was selected on the
bas1s'of the modeled wind direction so as to complement the actual aeroso]
sampling conditions; thus we expected all model results to be high relative to
the real aerosol data set. Considering the observed month-to-month variabili-

ties at this site and the Tikely year-to-year variability, the agreement was
reasonable.
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Model predictions for wet deposition at Mace Head were in substantial
agreement (within 20%) despite the differences in the model-predicted surface
air concentrations (Table 11). The agreement may have been fortuitous but, on
the other hand, it may have been a consequence of the fact that wet scavenging
is a process that works throughout the tropospheric column and not just on
surface concentrations. The predicted wet deposition values also depended on
the precipitation rates used in the models. The measured concentrations and
model results appeared to agree well considering the large month-to-month vari-
ations that had been observed.

A comparison of the model and the data variability-

Besides comparing the data with the model-predicted concentrations and
deposition amounts, we also examined observed and simulated variabilities.
Here we compared the interyear and intrayear variabilities in data and model
simulations (Table 11). The amplitude of the annual cycle was measured by the
range, r (the maximum monthly value minus the minimum monthly value), and by
the standard deviation, &, of the monthly values about the yearly average, .
Because observed and simulated ¢ may have differed greatly, the most useful
measures of intrayear variability were r/c and §/C.

First we considered the data from Barbados, a region distinguished by its
remoteness from major continental sources. Table 6 shows a comparison of the
statistics for the nitrate concentrations from Barbados for an average of five
years’ data and for five individual years. The NO3~ amplitude, r, and stand-
ard deviation statistics were uniformly small for the average data year, i.e.,
a year produced by averaging the data from all Januarys from 1985 to 1989, all
Februarys from 1985 to 1989, etc. For this average year, the measures of annu-
al variability were r/c = 0.62 and §/¢ = 0.19, both of which were substantially
smaller than the same statistics for any individual year. These statistics
were also smaller than those calculated by either model.

When we compared the data for the five separate years, we found that, in
individual years, the average annual -concentrations varied from 6.3 nmol m-3 to
10.2 nmol m-3, the ranges varied from 5.8 to 9.3 nmol m~3, and the intermonth
standard deviations varied from 1.81 to 2.73. The normalized variability sta-
tistics varied much less: r/c went from 0.85 to 1.12 and /¢ from 0.24 to 0.36.
The lowest variability was found in 1987 and the highest in 1988. The highest
average concentration was in 1989 and the lowest in 1986.

The observed intraannual variabilities displayed a few consistent rela-
tionships between different stations and different variables. For example,
aerosol NO3~ concentrations at Mace Head varied more than those at Barbados.
For an individual year, the concentration’s variability changed by a factor of
5 to 6 between stations but the variability of wet deposition changed by much
less. (Again, concentration was observed at a single point in the vertical but
wet deposition reflected some “more complicated, and also more stable, vertical
integral of processes and concentrations in the atmosphere.) At Barbados, the
normalized statistics for wet deposition were more variable than those for
concentrations; however, at Mace Head, the reverse was true.

Both the MPI and GFDL models simulated climatological distributions, but
the GFDL model used daily varying meteorology and the MPI model used monthly
average meteorology so that the GFDL model could simulate episodes of a few
days’ duration and the MPI model could not simulate episodes. Thus, the intra-
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annual variability simulated by the GFDL model was consistently larger than
that simulated by the MPI model. *

The variabilities of the NO3~ concentrations simulated by the GFDL model
seemed remarkably good because the simulated values were scattered about the
observed values: The simulated variabilities were high at Barbados and low at
Mace Head relative to the observed variabilities. The r/c simulated by the
GFDL model was almost constant at about 1.7-1.9 for wet deposition. On the
other hand, the variability simulated by the MPI model was biased low and only
exceeded the observed value for aeroso] concentration at Barbados. Thus, in
summary, the GFDL model seemed to simulate the observed intraannual variability
in the data better than did the MPI model.

3.3.3 Conclusions

This case study clearly showed that any comparison between the results for
a single year from a climatological model and the measurements from a single
year, or even several years, should be interpreted with great care. The com-
parisons would have been far more informative if either they had taken into
account the differences between the meteorology and the precipitation used in
the models and the actual meteorology and precipitation for a specific year or
they had compared multiple years of simulation with multiple years of observa-
tions. Obviously we should strive towards this goal in the future.

The differences among the results of the various models could sometimes be
reconciled by considering the differences in mode] treatments. When doing
this, we found reasonable agreement with the measured concentrations given the
limitations of the data. However, a time series with a more complete suite of
measured NOy species at these locations would have allowed for a better test of
the model physics.

Mace Head was a particularly interesting site for future model and data
comparisons because it is at a higher latitude where there were significant
seasonal variations in nitrate production as a result of photochemical pro-
cesses. However, the relatively small fraction of in-sector time was of con-
siderable concern. The appearance, or lack there of, of a seasonal cycle in
the data would have tested the model results more completely.

3.4 Nitrogen: Reactive Species

In this case study we compared model results with data from the GCE/WATOX/
CASE expedition (Pszenny et al., 1990a). Surface measurements were taken
aboard the NOAA R/V Mt. Mitchell as it approached Bermuda from July 22-29,
1988; measurements were also taken at two altitudes from the NOAA King Air air-
craft as it flew over the ship. This intercomparison focused on some species
important in the atmospheric oxidant cycle, namely 03, NOy, NOy, and nitrate.
Some species were also measured aboard an aircraft at different altitudes.

This intercomparison consisted primarily of event measurements being con-
trasted to results from climatological models. This raised concerns as to the
validity of comparing a few measurements to Tonger term averages generated by
the models. There was the potential for these measurements to be significantly
different from the monthly means.
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The reactive nitrogen case study was the worst equipped to deal with this
jssue as the measurement data were only for a particylar location and time; no
spatial or temporal averaging was possible. We examined the available data to
establish that the measurement period was at least representative of this area
in July. The synoptic-scale flow, the calculated jsentropic back trajectories,
the precipitation pattern, and both the upper-air and surface maps were typical
of the Bermuda area in July; there was no evidence of abnormal airflow into the
area. The trajectories indicated that the sampled air had circulated around
the Bermuda-Azores high before being sampled and that the residence time over
the ocean was at least five days. For the seven-day period, the 222Rn, 03,
NOy, and NO3~ concentrations measured from the ship were consistent. The small
day-to-day variabilities of the chemical data were consistent with the stable
meteorology regime. Thus, we had some confidence that the study event could be
realistically compared to the results from the climatological models for the
month of July.

3.4.1 The aims and possible results of this case study
Our aim was to test the understanding of the distributions of

1. NOy near Bermuda, including its altitude dependence. This test was
sensitive to the nitrogen source and sink terms in the models but not
to the details of the chemistry;

2. Nitrate and NOy near Bermuda. This test was much more sensitive to
the chemistry in the models, particularly of NOy.

One possible result of this case study would be that comparisons could
provide diagnostic information for further model development since the model-
predicted speciations responded to changes in deposition sources and chemistry.
The comparisons could also suggest measurements that might be needed for future
comparisons with models; such results could assist in developing future meas-
urement strategies.

3.4.2 The data for the comparisons

The measurements for the comparisons were the mean concentrations reported
by Hastie et al. (1990), Piotrowicz et al. (1990), and Ray et al. (1990a) as
Tisted in Table 12. The surface measurements were made from the NOAA R/V Mt.
Mitchell; the marine boundary-layer measurements, from constant altitude air-
craft flights at 150 m above sea level; and the free troposphere measurements,
similarly at 2600 m. Aircraft NOy was measured with a molybdenum converter
chemiluminescent analyzer combina%ion (Dickerson et al., 1984).  On the ship,
NO. was converted to NO using a gold converter (Fahey et al., 1985) and the NO
measured by a luminol-based NOz analyzer with a CrO3 converter (Drummond et
al., 1989). Bypassing the gold converter gave NOy measurements. One known
interference to this measurement was PAN, which was measured as NOp with an
efficiency of 25% in continental areas. A PAN correction was not made to the
data as PAN was not measured during this part of the expedition but previous
measurements over the North Atlantic Ocean show that its concentration is below
20 pptv (9 nmol m-3) (Bottenheim and Gallant, 1987; Rudoliph et al., 1987; Gal-
lagher et al., 1990).
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Table 12.--Measured values versus mode]l estimates for nitrogen
species (nmol m~3) and ozone (ppb)

Measured Model concentration
concentration* LLNL MPI GFDL Harvard

NO
Surface 46 (x17) 20.1 54 17
Marine boundary layer 45 (£13) ces 73 25
Free troposphere 31 (£22) 31.7 94 29

NOy
Surface 29 (29)* 4.0 3.4 2.2 (22)%**
Free troposphere 3.8 6.4 0.9 (24-5)%*

Total nitrate

Surface 10 (+2.8) 14.5 51
Marine boundary layer 3.2 (20.5) 70
Free troposphere 3.1 (£1.1) 25.0 87

Ozone
Surface 26 ppb 30 ppb

16 ppb
Marine boundary layer 17 (21.1)

*Measurement may contain a contribution from PAN.
**Mode] calculation of (NOy + PAN).

Note: Numbers in parentheses are + the standard deviation.
Sources: Measurement data from Hastie et al. (1990), Piotrowicz et al. (1990),
and Ray et al. (1990a).

We used outputs from the LLNL model, the MPI model, the GFDL model, and
the Harvard model. These models had different input source functions, differ-
ent grid scales, and different degrees of chemical complexity. The grid point
we chose to compare with the measurements was an ocean point at or close to
Bermuda. The Harvard data were from a week in June and the other models’ data
were averages for July. The data were tabulated with the measurements in
Table 12.

3.4.3 The NOy comparisons
The data.

There were NOy measurements from the ship and from the aircraft.. The
instruments operated on different principles but intercompared well on three
aircraft flybys during the comparison periods (Boatman et al., 1990). The
instrument comparisons gave confidence in the entire data set and showed that
it was appropriate to obtain altitude variations using the ship and aircraft
instruments. The LLNL, MPI, and GFDL models produced NOy concentrations as
functions of altitude that could be directly compared to” the measurements.
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Comparisons and discussion.

The NOy from the LLNL and GFDL models agreed reasonably well with the
free-tropospheric measurements but both models predicted Tower NOy, by about a
factor of 2, at the surface in the marine boundary layer. The MP¥ model showed
a similar altitude dependence to the other models but with higher concentra-
tions so it simulated the surface measurements better than those aloft.

A11 models predicted an increase in NOy with altitude. This was due to a
combination of causes: The change in wind speed and direction with height that
brought air from the source regions into the free troposphere more efficiently
than into the marine boundary layer; the upper air sources, such as lightning
and transport from the stratosphere; and the deposition loss to the surface.
This contrasted with the data, which showed a decrease in NOy with altitude.
More measurements of the altitude dependence of NOy were needed to confirm the
observed decrease. Measurements from higher altitudes were particularly neces-
sary to look for the NOy from natural sources.

3.4.4 The NOy comparisons
The data.

NOy measurements were only available from a single (luminol-based) instru-
ment aboard the NOAA R/V Mitchell. Given the very Tow PAN concentrations
previously measured over the western North Atlantic Ocean, it was assumed that
the instrument was measuring almost entirely NOy. The instrument was zeroed
and calibrated daily but not checked against any other instrument on the ship
or aircraft.

These measurements presented some major difficulties for any conceptual
model of the nitrogen chemistry. The NOy concentrations were very high for
air that had been over the ocean for more than five days. The lifetime with
‘respect to conversion to HNO3 should have been on the order of one day; after
five days, most of the nitrogen should have been in the form of nitrate. How-
ever, according to these measurements, 75% of the nitrogen at the surface was
in the form of NOy. Also there should have been vigorous ozone production at
these NOy levels (provided there were hydrocarbons available), but the measured
ozone was extremely low. The measurement data for this comparison had, there-
fore, to be viewed with some caution.

The LLNL, Harvard, and MPI models generated NOy concentrations for the
comparisons; the Harvard model also included PAN chemistry. We included total
reactive nitrogen NOy + PAN in the comparisons against the measured NOy. This
was particularly valid as the NOy analyzer responded at least partially to PAN.

Comparisons and discussion.

The measured NOy was very high compared to the results from all three
models. The MPI and LLNL models had converted the bulk of the nitrogen to
stable nitrate and were unable to maintain concentrations of NOy similar to
those measured. The Harvard model converted a large amount of the NOy to PAN
and the subsidence of air from aloft kept the surface PAN concentrations high.
The comparisons of the NOy + PAN from the model with the NOy measurements
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agreed well not only at Bermuda but also at several points along the course
from Virginia, suggesting that the instrument may well have been measuring
appreciable amounts of PAN. However, this agreement was tempered by two obser-
vations: The Harvard model predicted a strong diurnal variation in NOy + PAN
that was not seen in the measurements and the predicted PAN concentrations were
much higher than those measured over the western North Atlantic Ocean.

The differences between the measured and the modeled NOy were large. Even
the agreements with the Harvard model took place with very high PAN concentra-
tions. Including the PAN chemistry in the LLNL and MPI models would have helped
to bring the models and measurements closer but the exact changes were unlikely
to be large enough to explain the discrepancies.

Given the huge differences between the measured and modeled NOy but the
similarities in the NO, data, a major priority became to improve the measure-
ment data base. Such uUnusually high NOy concentrations needed to be checked,
preferably using a technique capable of separately determining NO, NO2, and
PAN. Had we used a model with a more comprehensive chemistry (such as an RADM
or STEM II), we could have removed some doubt as to whether the discrepancies
were only a result of incomplete model chemistry, which would have provided a
Tittle more insight into this problem.

3.4.5 The total nitrate comparisons
The data.

There were systems to measure particulate and volatile nitrate on the ship
and the aircraft. In view of the sampling problems associated with nitrate in
the presence of sea-salt (see Church et al., 1991; Savoie and Prospero, 1982),
only total nitrate was determined. In this comparison, we used a single ship-
based data set; this data agreed extremely well with data from two other Sys-
tems on the ship throughout the comparison period. The filter samples from the
ship and from the aircraft were analyzed in the same laboratory so there were
no systematic differences between the ship’s and aircraft’s data sets.

We were concerned about the sampling systems. The ship sampler had
already been shown to undersample very large sea-salt particles. Since partic-
ulate nitrate is found in higher concentrations on large particles, this could
have resulted in an underestimate of nitrate. A much more serious concern was
the sampling system on the aircraft. Huebert et al. (1990) report that inlet
systems similar to the one used on the aircraft can remove substantial amounts
of aerosol prior to sampling. Two observations caused us to treat the data
cautiously: The nitrate measurements from aloft were of the same order as
those of Huebert and Lazrus (1980) over the Pacific Ocean, whereas we expected
more over the Atlantic where there is more total odd nitrogen. The comparison
of the ship’s data to the aircraft measurements at 150 m showed that much
smaller concentrations were measured from the aircraft. This might have been
caused by the nitrate being on very large particles and thus having a very
strong vertical gradient, but it might also have been caused by sampling prob-
lems aboard the aircraft.
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Ozone

0zone was measured from the ship by a Dasiki model 1008-AA photometric
analyzer (Piotrowicz et al., 1990) and from the aircraft by a thermo Environmen-
tal Instrument model 49 photometric analyzer (Ray et al., 1990b). A number of
intercomparisons made during the measurement period showed extremely good
agreement between these analyzers (Boatman et al., 1990).

Comparisons and discussion.

Both the LLNL and MPI models generated nitric acid as their most oxidized
nitrogen product. We compared these predictions with measured total nitrate.
The LLNL model predicted surface concentrations similar to the measured ones.
However, the LLNL model predicted much more nitrate aloft, consistent with the
conversion of most nitrogen to NO3~. This contrasted sharply with the Paci-
fic Ocean data where the same model agreed to within a factor of two with the
nitrate measurements from the aircraft of Huebert and Lazrus (1980) (see Penner
et al., 1991a). The MPI model consistently predicted much more nitrate than
was observed.

The models predicted increases of NO3~ with altitude in keeping with their
predictions of higher NOy aloft and the conversion of nitrogen to NO3~. They
were unable to match eit%er the observed concentrations aloft or any decreases
with altitude. Including the PAN chemistry in the model would have lessened
these differences but not nearly enough to explain the observations.

Our whole comparison was clouded by concerns regarding the quality of
the data on nitrate above the surface. Clearly, more nitrate and PAN measure-
ments were needed aloft, and the question of sampling integrity needed to be
addressed.

3.4.6 The ozone comparisons
The data.

Good quality ozone measurements were obtained aboard the aircraft and the
ship during this period. The intercomparisons of the instruments on several
flybys showed that they were directly comparable.

The concentrations were somewhat unusual in that they were lower than the
monthly averages measured on Bermuda and lower than the previous North Atlantic
Ocean measurements.

Comparisons and discussion.

Only the MPI and Harvard models computed ozone concentrations. Ray et
al. (1990b) show a very strong concentration gradient in 03 concentration with
altitude. Given the limited altitude data and the difficulty in comparing
concentrations under such a strong gradient, we tried only a surface compari-
son. Both model predictions were higher than the shipboard measurements but
agreed well with the one-month averages on Bermuda, as expected. This continued
to point to problems with the NOy comparisons. It was difficult to reconcile
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the large discrepancies between the modeled and the measured NOy with the close
agreement in ozone.

3.4.7 The OH comparisons

The key radical in the oxidation of NOx to nitrate is the hydroxyl radi-
cal, OH. This oxidation can be direct through the production of HNO3 or indi-
rect through the production of secondary radicals leading to organic nitrates.

The Harvard and LLNL models calculated OH-radical concentrations in very
different ways, which led to different concentration fields. We compared cal-
culated OH concentrations from these models (Table 13) to see the extent to
which they differed and to see if these differences showed up in NOy-to-nitrate
ratios. The LLNL model prescribed a 2-dimensional field that was zonally aver-
aged and calibrated against the measured distribution of CH3CC13. The Harvard
model computed the OH on line using a photochemical mechanism. The OH calcu-
lated by the Harvard model agreed well with the LLNL model results and the
zonal average concentrations over the continent. The Harvard concentrations
decreased by up to a factor of 2 as the grid moved over the ocean. The MPI
model also predicted higher OH concentrations over the continent than over the
ocean but its concentrations were three to six times greater than those from
the Harvard model. Thus, there were significant differences in the model-
calculated OH concentrations. The lower NOy-to-NOy ratios from the MPI model
compared to those from the LLNL model resulted of fhese differences.

3.4.8 Conclusions and recommendations

The current models generally predicted NOy concentrations that agreed
reasonably well with good quality measurements’ However, the models predicted
an increase in NOy concentrations with altitude whereas the measurements indi-
cated a decrease.

There were difficulties with the way in which the nitrogen was partitioned
into NOy and nitrate. The measurements showed NOy concentrations that were too

Table 13.--Monthly averages of calculated
OH concentrations in surface air
(106 molec cm-3)

Harvard (June)

Latitude LLNL 650W 850y
ON (July) (ocean) (continent)
47 0.95 0.2-0.5 0.2-0.5
42 1.1 0.5-1 1-1.5
38 1.2 0.5-1 1-1.5
33 1.3 0.5-1 1-1.5
29 1.3 0.5-1 1-1.5
24 1.4 0.5-1 1-1.5
20 1.4 0.5-1 1-1.5
16 1.4 1-1.5 1-1.5
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high to be maintained by the models; on the other hand, the nitrate measure-
ments aloft were much lower than the models could accommodate. In comparison
with the differences between the models and the measurements, the differences
between the models were small.

More measurements were required to resolve the discrepancies that arose in
this study. We recommended that these be made with multiple redundant tech-
niques and with a good deal of consideration to sampling integrity. The more
important measurement would be of NOy. A full speciation into NO and NO2 with
the accompanying PAN measurements is essential. Measurements of these species
must be made at the surface and vertical profiles must be determined. We also
needed more NOy measurements at higher altitudes to ascertain if concentrations
do increase, as the models predicted.

The techniques for measuring aerosol NO3-/gaseous nitrate measurements
from aircraft needed to be improved. Our major concern was the sampling effi-
ciency of the aerosol inlet systems on the aircraft. Until this concern is
dealt with, it will be difficult to interpret NOy partitioning. f

3.5 The Advection of Sulfur and Nitrogen from North America

For this case study, we analyzed the results from the regional-scale epi-
sodic models (the RADM and the STEM) covering several periods that corresponded
to periods of spring storms and summer clear-air conditions. The episodes
analyzed by the RADM were in 8/79, 4/81, and 9/83 and those analyzed by the
STEM were in 6/84 and 5/85. Although the episodes analyzed by the two models
were for different years with no common dates, the simulations covered qualita-
tively similar periods (i.e., 3 spring storms in 4/81 and 1 in 5/85 and summer
clear conditions in 8/79, 9/83, and 6/84).

Table 14 clearly shows strong variations in coastal fluxes for all model
calculations from event to event and zone to zone. Under all conditions, much
of the flux moved into the North Atlantic Ocean between North Carolina and New
Hampshire. This agreed with earlier empirical estimates by Galloway and Whelp-
dale (1980).  Although it is not shown here, these models also indicated that
much of this flux was exported from the continent in the upper air, not in the
relatively more polluted surface mixed layer.

We also compared total sulfur and nitrogen flux estimates from these two
models to other results (Table 15). The ranges in Table 15 are for individual
episodes (two for STEM and seven for RADM) and reflect the variabilities of the
net exports of nitrogen and sulfur during different meteorological episodes.

These estimates could be compared to those available from the analyses
based on observations and the other model studies (Bischoff et al., 1984; Brost
et al., 1988; Fay et al., 1986; Galloway and Whelpdale, 1980, 1987; Galloway et
al., 1984; and Shannon and Lescht, 1986). Extrapolated fluxes from the epi-
sodic models were consistent with these values. (An estimate of the nitrogen
flux to the North Atlantic Ocean from the GFDL mode] [Levy and Moxim, 1987]
also appears in Table 15. This value of 1.1 Tg yr-1 was consistent with esti-
mates from the episodic models.)

The ranges of total sulfur fluxes overlapped each other well. Except for
the STEM cases with only two episodes, all other data showed a deviation from
the mean at about 50% of the mean. More thorough and extensive calculations
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Table 14.--Sulfur and nitrogen flux estimates into the Atlantic Ocean
for the RADM and STEM (g hr-1)

Spring storm events Summer clear-air conditions
Zones RADM STEM RADM STEM
Nitrogen

1. Model domain top

to Canada/US border 4.0 x 107 2.9 x 107
2. Canada/US border

to New Hampshire 7.8 x 107 3.9 x 107 3.6 x-107 1.2 x 108
3. New Hampshire to ‘

Maryland 1.1 x 108 9.0 x 107 3.9 x 107 1.0 x 108
4. Virginia to mid-

South Carolina 5.6 x 107 1.2 x 107 1.6 x 107
5. Mid-South Carolina

to Florida/Georgia 4.4 x 107 2.1 x 106 1.4 x 107

border

Sulfur

1. Model domain top

to Canada/US border 9.4 x 107 9.8 x 107
2. Canada/US border

to New Hampshire 1.7 x 108 8.0 x 107 1.0 x 108 3.3 x 108
3. New Hampshire to

Maryland 2.9 x 108 2.0 x 108 1.2 x 108 1.7 x 108
4. Virginia to mid- _

South Carolina 1.3 x 108 5.3 x 107 4.8 x 107
5. Mid-South Carolina

to Florida/Georgia

border 8.1 x 107 1.1 x 107 2.5 x 107

Notes: RADM spring-storm results were averages of three 4/81 storms; STEM
results were from one 5/85 storm. RADM summer-clear-air results were averages
of two events (8/79 and 9/83); STEM results were from one event in 6/84.

would have been needed to refine these estimates. The GFDL (3-dimensional,
global) model estimate of nitrogen flux was on the low side of other estimates
but not out of the ranges. This level of agreement was somewhat surprising in
view of the diversity of the estimation procedures. Further studies using
newer models and more data were certainly needed.
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Table 15.--Sulfur and nitrogen fluxes into
the North Atlantic Ocean’s atmosphere
from North America (1012 g yr-1)

Sulfur Nitrogen
STEM 2.7-4.9 1.0-2.2
RADM 2.63-8.4 1.1-4.6
GFDL model r.1
Galloway and
Whelpdaie,
1987 3 -4 0.8-1.2

4. THE CONCLUSIONS

We compiled data on horizontal and vertical distributions of sulfur and
nitrogen species and their rates of deposition in the North Atlantic Ocean
region. In five case studies, we compared these data to the estimates produced
by climatological and event models: (1) sulfur distributions and deposition,
(2) nitrate distributions and deposition, (3) vertical and horizontal distribu-
tions of NOy, (4) spatial and temporal trends in DMS emissions, and (5) advec-
tions of suxfur and nitrogen to the North Atlantic Ocean’s atmosphere from
North America.

From these case studies, we drew several conclusions:

1. The sulfur case study clearly illustrated how the measurement and
modeling communities could help each other understand the global sul-
fur cycle. For example, the SO2 concentration fields predicted by the
Stockholm and Oslo models differed significantly from those predicted
by the LLNL model. Our comparisons were handicapped by the dearth of
SOp data in both the source areas and over the North Atlantic Ocean.
Nonetheless, the concentrations predicted by the episodic Oslo model
combined with those of the regional models (the STEM and RADM) pro-
vided useful information about probable SO fields. In the future,
the bridges between the regional and global models and between the
climatological and episodic models should be increasingly valuable.

2. The nitrate case study showed that any comparisons between the results
for a single year from a climatological model and the measurements
from a single year, or even several years, should be interpreted with
great care. Our comparisons would have been far more informative if
either they had taken into account the differences between the meteor-
ology and the precipitation used in the models and the actual meteor-
ology and precipitation for a specific year or they had compared
multiple years of simulation with multiple years of observations.
Obviously, we should strive towards this goal in the future.

3. The differences between the results from various models could some-
times be reconciled by considering the differences in the model treat-
ments (i.e., source strengths, deposition velocities, etc.). When
these differences were considered, we found, in some cases, a reason-
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able agreement with measured concentrations given the limitations of
the data. However, a time series with a more complete suite of meas-
ured NOy species would allow for a better test of a mode1’s physics.

4. The current models generally predicted NOy concentrations that agreed
reasonably well with good quality (surface-based) measurements. How-
ever, the models also predicted increases in NOy concentration with
altitude whereas the measurements indicated decreases.

5. There were difficulties with the ways in which the nitrogen was parti-
tioned into NOy and nitrate in both models and measurements. The
measurements produced NOy concentrations that were too high to be
maintained by the models; on the other hand, the nitrate measurements
aloft were much lower than the models could accommodate. The differ-
ences between models were small compared to the differences between
the models and the measurements.

From these conclusions, we arrived at the following recommendations:

1. Temporally and spatially distributed measurements shouid be taken to
be used in comparisons with climatological models. Only one site had
a long record of S04= concentrations (Barbados) or of deposition (Ber-
muda). Data from at least three to five stations with Tong-term sam-
pling records would have greatly assisted our model interpretations.
The models predicted 2- to 3-dimensional fields, 2- and 3-dimensional
data fields should have been available for comparisons. This would
require vertical profiles as well as surface measurements.

2. The number of parameters used in comparisons must be extended. For
example, useful comparisons could be made of various statistical
properties of flux and precipitation data, not just the averages.

3. Further DMS measurements should be taken so that its seasonal cycle
can be characterized. Except for the data of Berresheim et al.
(1991), too few data existed to resolve the seasonal variations in the
DMS values for the North Atlantic Ocean satisfactorily; the data from
the central North Atlantic Ocean were also extremely sparse. Measure-
ments also need to be taken in the central North Atlantic Ocean during
several seasons to determine if DMS fluxes there are similar to those
from the Pacific to ascertain if the extrapolation of the Pacific data
is reasonable.

4. Covariances of oceanic DMS concentrations and piston velocities (i.e.,
wind speed) should be determined to test the validity of using Equa-
tion 3 to calculate mean fluxes from mean Cw multiplied by a Vp deter-
mined from climatological wind speed.

5. The techniques for measuring aerosol nitrate from an aircraft should
be improved. Our major concern was the sampling efficiency of the
aerosol inlet system on the aircraft. Until this concern is dealt
with, it will be difficult to interpret the partitioning of NOy.
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